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ARIZONA PUBLIC SERVICE
WIND INTEGRATION COSTIMPACT STUDY

EXECUTIVE SUMMARY

This report was produced by Northern Arizona Ursitgr(NAU), with contributions
from EnerNex Corporation, 3TIER, and Arizona PulS&rvice Company (APS). The report
is a result of an eight month study to charactetheeimpacts and costs due to the variability
and uncertainty of wind energy associated withgragéng wind energy into APS’ utility
resources and practices.

Introduction

Wind energy brings many positive benefits to thitysystem, such as cost effective
energy, long-term price stability, and some systapacity, but it also has different
generation characteristics than conventional ytiesources. In particular, since the wind is
driven by meteorological processes it is inherewdlgable. This variability occurs on all
time frames of utility operation from real-time rate-to-minute fluctuations through yearly
variation affecting long-term planning. Recent wintegration studies have demonstrated
that the variations of most importance and costlasse in the hourly and daily timeframe,
related to the ancillary services of load followigd unit commitmenRegulation costs,
incurred by fast responding units that respondhéorandom minute-to-minute fluctuations
on the system, are also incurred but are smalleragnitude. In addition to being variable,
wind power production is also a challenge to adelygredict on the time scales of interest
to utility planners and operators: day ahead antbfig-term planning of system adequacy
(i.e., meeting the system peak load during the)yeatind energy is more predictable in the
hour-ahead time frame, but even thenuheertaintyin wind forecasts must be accounted for
in utility operation and dispatching. In order tinimize impacts and maximize benefits,
each utility that incorporates wind energy mustidaow to accommodate thicertainty
andvariability of wind energy in their operational and plannimgqtices, and do so while
maintaining system reliability.

The objectives of this study were to analyze ojregampacts and costs of integrating
various levels of wind energy in the APS balan@negr (i.e., control area), due to the
variability and uncertainty of wind energy. Speadliy, attention was focused on the amount
of wind energy the APS system may see in the watinear term, and therefore would
provide a fair integration cost to utilize in evating wind energy proposals in APS’s current
and future RFP’s.

The results obtained in any integration study agalit dependent on the input assumptions
and analysis methods. The philosophy adopted byiARSs study was to determine a
realistic, yet conservative, value for the inteigmatcost (i.e., within the limitations of the
modeling, come as close as possible to the acitegriation cost without underestimating).
Furthermore, the study process was devised to peooheaningful, broadly supported results
through a technically rigorous, inclusive studyqass. Northern Arizona University was the
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lead organization in the study effort, working wilaboration with APS, EnerNex
Corporation, and 3TIER. NAU was responsible for aging the project and for overall
technical direction. EnerNex was the primary tecaAhconsultant on the integration analysis,
3TIER was responsible for the wind speed and pomaaieling, and APS was responsible
for system characterization and modeling. Thereevwo important advantages in APS
performing the modeling: 1) they are experts in alimg) and running their system, and best
suited to model system operation; and 2) they gbameincreased understanding of wind
energy and its generation characteristics, andldped in-house expertise to conduct future
integration cost impact studies. A Technical AdwsGroup (TAG) was formed to provide
external review and guidance to the study), arhimicular were counted upon to assist in
selecting key model assumptions and parametersinisied study. The project team and
TAG were assembled so as to build upon prior wimegration studies and related technical
work, to coordinate with recent and current regiguaver system study work, and to ensure
that the assumptions and methods employed wereppgtie. The public was informed of
the study through stakeholder meetings conduciatydy APS and NAU, and supported
by the project team. Through the stakeholder mgstithe project team sought interaction
and input regarding all aspects of the projectuiicng wind resources, technical details, and
policy ramifications. The organizations invitedth@ stakeholder meetings were also
expected to serve as conduits of information tqoé@ple and organizations they
represented.

Study Set-up

A critical aspect of any wind integration studyc@rectly accounting for the relationship
between wind and load. System load is partly tectdy the weather, such as when hot
weather causes high air conditioning loads. Wiodgr generation is obviously related to
the weather, and so there will be some correldigiween the weather, the load, and the
wind power. In order to correctly capture thisatenship in an integration study, a time-
series of historical load data is matched withegithe historical wind power data or a
simulation of the wind power data. For the purpofsthis study, APS 2004 hourly load data
was employed in conjunction with simulated wind goywroduction data over the same
period. The study year was selected as 2010 sthghantegration analysis could be
conducted while knowing with some certainty therakteristics of the APS loads and
generation resources. Thus, the 2004 loads weledsap to the level expected in 2010. A
wind power simulation was conducted by 3TIER, usingeso-scale weather model
employing 2004 historical weather data as an infine idea here was that the meso-scale
model does a good job predicting and downscaliegaimd speed, air density, etc., when
using the historical coarse resolution weather ttataaintain a high correlation between the
simulations and the actual weather. This typerefligtive model using historical weather
data is called a “backcast.” The wind speed dawtivan turned into wind power production
through an algorithm that assumes a turbine typdesireasonable assumptions about the
wind power plant layout, and produces a simulataslgy output for several distinct wind
power plants. For this study, a GE 1.5sl turbin®& (W rated output) with a 77-meter rotor
diameter and 80-meter hub height was the turbingetnremployed at all locations. Wind
power output from the turbines was adjusted to acttor the local air density, which is
lower at higher elevations. Key elements of timsutation were that the wind power
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prediction is correlated to the weather and anyetation with the load is implicitly
captured, and that the variability of the wind powetput is typical of what is actually
realized at functioning wind power plants.

A range of wind energy penetration levels and ggoigic diversity in wind power

production were considered, as shown in Table B8l vind energy penetration levels

listed refer to the expected APS energy produdimh peak load in 2010. In this table,
“energy penetration” implies a percentage of th&Alystem energy consumption (estimated
at approximately 34,600,000 MWh in 2010) providgdaind energy, and “penetration by
capacity” is determine by dividing the MW capaafywind power by the APS peak system
load in 2010 (estimated at 7,905 MW). The “X” iretbenter of this table indicates that the
4% wind energy penetration, medium diversity caas wonsidered the “base case” in this
study. This was selected as the base case betaiseréasonable approximation of what
may be achieved over the relatively near term iz&a. The locations and sizes of the wind
power plants simulated were determined as paheptoject. Wind power plants were
located in such a way that the prescribed levelnagrgy and geographic diversity could be
achieved (e.g., high, medium, or low), and so thatwind power plants would be located at
sites within the zones where an adequate wind ppaiential existed as predicted by the
simulation (minimum of a class 3 wind resource).

Table ES 1 — Matrix of wind energy penetration andyeographic diversity scenarios considered.

Wind Scenarios Geographic Diversity
Energy Penetration

Penetration by Capacity| High | Med | Low
1% 1.5%
4% 5.9% X
7% 10.4%
10% 14.8%

Gray shading = Cases run X= Base case

For the purpose of this study, wind power plantsens®nsidered in Arizona within the two
zones shown on the 2003 high resolution Arizonadveinergy map displayed in Figure ES 1
(for more information about the wind map, visit tderthern Arizona University Sustainable
Energy Solutions websitéitp://wind.nau.edu/mapgs/The more colorful areas shown on the
map correspond to better wind resource areas, oi@dtich are contained within the two
zones. Furthermore, locating wind power plantsathtof these zones allows geographic
diversity in siting the plants, similar to what édie achieved in the state.

To summarize, the overall objective of this stuslyo compute the incremental integration
costs incurred by the APS system in accommodatiegariability and uncertainty of wind
energy. This was accomplished as follows:
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» Simulate APS system operation and planning fortgpieal year:

o Determine the operating costs for the system exujuihe effects of wind
variability and uncertainty.

o Determine the operating costs for the system wvaghaictual wind, including
the effects of its variability and uncertainty.

o Deduce the integration costs as the difference dmtvthe costs computed in
these two simulations.

* The study year was selected as 2010.

» Historical load data for APS in 2004 was scalethaich the expected load and
energy required in 2010, maintaining the hour-tastghape of the load and its
correlation to the weather.

* Areasonable set of wind power plants in Arizonaensmulated, using a meso-scale
weather model, 2004 historical weather data, anwthd power prediction model.
This provided wind power data that is time-synclwed with the load data,
maintaining any correlation inherent between the. tw

« GE 1.5 MW wind turbines with a 77-m rotor diameted an 80-m hub height were
assumed in the wind power plant modeling.

* The sensitivity of wind integration costs to winueegy penetration and geographic
diversity was investigated as indicated in TablelES

Wind Modeling Analysis and Results

There were two basic requirements for the wind gnerodeling as used in this wind
integration study: 1) it be physics-based and ffgent resolution in both time and space to
accomplish the goals of the integration study; 2nd accurately convert wind speed
information to wind power production data, incluglithe correct characterization of the
variability exhibited in the output of the wind pemplants. As to this later point, because
the wind speed and direction varies even over sanads, no two wind turbines see the same
input wind speed nor have identical power outgedrther, each wind turbine possesses a
significant amount of inertia, hence its outputroaiirespond to the faster fluctuations of the
wind speed. For these reasons, one cannot siapdythe output of a meso-scale wind
model (or wind anemometer data) and run it direttfpugh a manufacturer’s turbine power
curve to accurately estimate the power output foergtire wind power plant. There must be
some method to ensure that the variability of medeVind plant output emulates the output
that is actually realized in operational wind powtmts. Given these considerations, the
following parameters were defined for the wind modgin consultation with the project
technical advisory group:

* Wind speeds were simulated with 3TIER’s meso-sgaidel throughout the zones
shown in Figure ES 1, for the historical years @@ to 2006, with particular focus
on 2003, 2004, and 2005.

* The East and West zones demarked by the blue driabses in this figure were both
modeled using a grid spacing of 5-km (the mesoestrldel predicts wind speed,
direction, air density, etc., at pre-defined graints), for the historical period 1996 to
2006.

* Two smaller zones, approximated by the small btackangles in Figure ES 1, were
selected for additional higher-resolution modelwith 1-km grid spacing. These
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zones are the Aubrey Cliffs, north of Seligman, @rdy Mountain, west of
Cameron, and are known to have good potential fiod wesource development, but
also have highly variable topography. Because&m3esolution simulation may not
adequately capture the effects of the topograpliéedilires present in these areas,
more refined 1-km resolution simulations were carteld. The higher resolution
zones were modeled only for historical years 2@0®4, and 2005.

* The time-step of the meso-scale simulation was i#@s (for all zones). This
resolution in time allows study of the intra-hound variations, and can easily be
modified for an hourly power system simulation.

* Wind speed and related meteorological parameterns predicted at 50-m, 80-m, and
100-m above the ground at each model grid point.

Maps displaying the results of the meso-scale wintilation for the West and East
modeling zones are displayed in Figure ES 2 andrEigS 3. Each map displays the wind
power density (W/if) at 80-meters above the ground since it is maeety indicative of

the wind energy potential at a given site tharviired speed, and thus better suited to guide
the selection of wind power plant locations. Thadvtlass designations shown on the scale
correspond to the mid-point of the wind class. 8idass 3 is considered the minimum wind
class that currently can support an economicatgifde wind power plant, the areas where
potential wind power plants could be located aderedl light orange to dark red. It is worth
recognizing that the base data used for creatieggetimaps is the 5-km resolution data, and
the smooth variation of the colors shown on thip mesulted from applying an interpolating
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Figure ES 2 - Wind power density map of the West (RA) modeling zone at 80-meters above the ground.
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Figure ES 3 — Wind power density map of the East nuling zone at 80-meters above the ground.

technique between the points. The figures also ghanasites in each zone (a total of 10
sites) where the hypothetical wind power plantsentecated for the purpose of this study.
As can be seen, these sites have been locateeas where the wind resource is sufficient to
support wind development, and spread across theszarch that the impact of geographic
diversity can be investigated. It is worth mentranthat no preliminary screening of nearby
available transmission capacity was made in citivegwind power plants. If the hypothetical
plants modeled for this study were actually cortd&rd, some additional transmission
capacity would no doubt be required. However,esithés study seeks to determine the
impact on system operating costs due to the wingepw@ariability and uncertainty (only), it
is appropriate to neglect transmission costs (rib&etransmission costs would be important
in determining which resources to add to the systarmnot in its “integration” cost).

Using the output of the meso-scale modeling aspntj the wind power plant output was
computed using 3TIER’s Statistically Corrected Qutjpom Record Extension (SCORE)
methodology. This technique was developed spediito accurately predict the magnitude
and variability of the output from a wind power mia The technique employed power
curves for a GE 1.5s| MW wind turbine with a 77-otar diameter, an 80-m hub height, and
with adjustment for the local air density at eaobposed site. Ten-minute resolution power
outputs from the 10 wind power plants were simulatBetails of the simulation are as
follows:
» Each wind power plant was composed of nine sepgratgings of turbines,

typically 36-MW per group of turbines (24 turbingsr group), totaling a maximum

of 324-MW per site. In simulating the power outptieach site, strings of turbines

were placed with a minimum spacing of four rotardeters between turbines on the
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same string and a minimum spacing of 10 rotor dtarsébetween the rows of
turbines.

The 10-minute wind power output from the SCORE rodtthogy was aggregated
into hourly power sequences for each scenariafautiinto the APS power system
model.

Wind power output from all 10 sites shown in Figla® 2 and Figure ES 3 were
employed for the high geographic diversity caser the medium diversity cases,
output from wind power plants from three sites calht located in the state was used
(those with blue circles in Figure ES 2). For tbe diversity case, output from only
two wind power plants were employed (those witHopelcircles in Figure ES 2).

Table ES 2 shows the megawatts (MW) of installgzhcay selected at each site, for each
scenario defined in Table ES 1. Note that to predi#é of APS’ annual energy in 2010, it
took 468 MW of wind power for the medium and lowelisity cases, but 510 MW in the
high diversity case. The reason for this is tleae turbine groups from higher producing
sites (e.g., Gray Mountain and Aubrey Cliffs) wegplaced with turbine groups from lower
producing sites (e.g., Springerville, Hay Hollowg.§ requiring more wind power capacity
to produce the same amount of wind energy.

Table ES 2 — Megawatts (MW) of installed capacityrbm each site employed in the various scenarios
considered.

MW of Installed Capacity
Wind Energy: | 1% | 4% | 4% | 4% | 10%
Modeling Zone Site \ Diversty: |Med |High |[Med |Low |Med

West / APA Bullhead City 78
Cottonwood Cliffs 36

Aubrey Cliffs 36| 72| 144 324

Gray Mountain 72| 36| 180| 288| 324

Anderson 72| 144| 180| 324

East/ APSCo Young 36 288
Pinedale 36
Hay Hollow 36
Greer 72
Springerville 36

Total | 108| 510| 468| 468| 1260|

An in-depth analysis of the output from the windveo simulation yielded the following
conclusions:

The capacity factor of the 10 simulated wind poplants varied from the 22% to
36%.

The seasonal variation of Arizona wind power intBeahat highest wind capacity
factors (energy output) occur in the spring, amaltiwest in the summer.

The diurnal profile of Arizona wind power outpugsifies an afternoon peaking wind
with the highest capacity values in the afternooa lawest in the early morning
hours.
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* The capacity value of an Arizona wind resource tedan the regions modeled in this
study will likely be a significant fraction of, bigss than, its annual capacity factor.

* The vast majority of 10-minute ramping events asslthan 10% of the wind power
plant capacity. The combined output from all wiredver plants is considerably
smoother than any of the individual power plants.

» Large ramp events (larger than 10% of nameplatijeabourly timescale take place
about 15% of the time for individual wind power pig, and about 5% of the time for
geographically diverse wind power production. Gapgical diversity results in
some smoothing of large ramps.

Wind Integration Analysis Technique

The basic approach in conducting this integratiost study was to simulate system
planning, operational activities and decisions dfiercourse of a set time period. In APS’s
case, this entailed running the modeling softwal&iRY over the course of one simulated
year. RTSim is the tool used by APS on a daily$asimodel their system planning and
operation, and uses an hourly time step. The stioalg@erforms an optimal commitment of
available generating units (unit commitment) in dag-ahead time frame, ensuring there is
adequate generation available to cover the nexs di@gd, the variations in the load (e.qg.,
ramps), and setting aside sufficient reserveshaAsimulation proceeds into the day of
operation, units that were committed for use dutiregday are re-optimized and even re-
committed on an economic basis in the hour-ah@aeftame, when the expected load,
generation, and wind is more certain. The unitslalble during the hour (“real time”) must
be sufficient to follow the load swings within theur and hour-to-hour (load following), as
well as the short term minute-to-minute fluctuatidregulation). After simulating the
system operation for a year, an overall cost totlhensystem and meet the load is
determined, including all market transactions. riden to assess the incremental cost to
integrate the wind energy, the system operatidinsissimulated with some baseline set of
resources that does include the wind energy batiay that attempts to remove the effect of
its uncertainty and variability. The system is tisanulated again with the actual wind
energy, accounting for its uncertainty (inaccuracgrediction) both day ahead and hour
ahead, and accommodating for its actual variabilitiie cost incurred during this simulation
is then subtracted from the cost incurred withlthseline resources to deduce the
“integration” costs.

The integration cost depends upon the variabilty autput of the wind power, the
variability and magnitude of the load, and the eltaristics of the generation. APS is a
summer-peaking utility with its peak driven primgiy residential customer growth and the
associated cooling loads. As the customer basesgtbe summer period load grows at a
faster rate than the winter and shoulder monthmdating its load obligation, APS employs
a mix of generation resources. The base load ressare coal and nuclear and contribute
about 2/3 of the energy requirement, while onlyoating for about 1/3 of the capacity.

The remaining 1/3 of the energy is supplied by fiyast intermediate and peaking resources.

' RTSim is a production cost simulation model depetbby Simtec in Madison, Wisconsin (see rtsim.cdm)
is an hourly simulation tool that can perform coetmnsive simulation and optimization.
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When APS employs its generation resources, it doa@s the most economical way,
typically utilizing the least expensive of its resces possible.

Integration cost in this study was defined as iffer@nce between the actual production cost
incurred to serve the net of actual load and aetiradl generation and the production cost
from the reference case, where wind is perfectlykmand adds no variability to the control
area, and where next-day load is the only unceéytaithe basic method for determining the
costs at the hourly level developed in previouslisgiproceeds as follows:

1) Run the unit commitment program in “optimizationdde to develop a plan for
serving the forecasted load. Wind generationHerday is known perfectly, and is
delivered in some predescribed pattern (eitheatebfbck with equal amounts each
hour throughout the day, or some diurnal distriimiti Save the unit commitment as
the starting point for the next case.

2) Using the unit commitment from 1), re-run the ddthviorecast load replaced by
actual load. Do not allow the program to re-opzeibut allow it to re-dispatch
available units to meet the actual load. Manuedignmit generation to meet load that
cannot be served from the previous day commitngste the total production cost
for the period and define it as the “reference potidn cost”

3) Repeat Step 1) with a next-day hour-by-hour winglegation forecast. Save the unit
commitment as the starting point for the next case.

4) Using the unit commitment from 3), re-run the dathviorecast load and forecast
wind generation replaced by actual load and aetirad generation. Do not allow the
program to re-optimize. Ensure the operating kesehave been appropriately
incremented to account for the additional vari&piif wind generation. Re-dispatch
available units and manually commit off-line urtdsmeet the control area demand.
Save the total production cost for the period agfthe it as the “actual production
cost.”

5) Compute the integration cost as the difference éetvthe “actual production cost”
and the “reference production cost.”

Some modifications to the basic methodology outliabove were necessary to
accommodate using RTSim. These included:
» Day-ahead load forecasts were automatically geee:tag the program, and therefore
were not “historical” forecasts for the load pattgears from APS. RTSim generates
a day-ahead forecast by averagmngdays of (actual) hourly loads from its database,
wheren is a number of days defined by APS, typically lies 10. APS useaE1 for
this modeling effort.

» Concerning wind energy forecasts, the version ocbiRTutilized by APS at the time
of the study would not allow any change in the akctind that showed up during the
day of operation from that which was forecast dagaal. The practical implication
here was that the actual wind power time-seriesr(fthe simulation) had to be used
for the forecasted wind, and that the impact diedént wind forecasts could not be
directly investigated (e.g., a professional foréeas a persistence forecast vs. a
perfect forecast, etc.). In order to account fazartainty in the day-ahead wind
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forecast in the day-ahead optimization, RTSim afl@awfirmness” factor to be
applied to the wind energy. The firmness facttoves a fixed percentage between
0% and 100% of the forecasted wind generationfierday to be considered “firm”
in the day-ahead optimization. The day-ahead fisariactor for all scenarios
considered was selected as 60%. Therefore, RTSuidveonsider 60% of the wind
forecasted for each hour to be firm and could edaled while the remaining 40%
would not be counted on to serve load. RTSim’smojition routine, therefore,
always knows about the “shape” of the wind energlivdry for the next day, and the
amount of wind energy delivered was always grethi@n what was forecast (unless a
100% firmness factor was used). The approachteesuan over-commitment of
conventional generating units on all days wheredveinergy delivery is not zero.

» Similar to the day-ahead forecast, RTSim requinesiour-ahead forecast of wind
energy to be the same as the actual wind that shpwsowever, an hour-ahead
firmness factor can be set. By varying the houradhf@mness factor between 0%
and 100%, the effect of uncertainty in the houraahi®recast can be deduced. The
hour-ahead firmness factor varied for each scendepending on the specific wind
power time-series at each site. Overall, the fadwead firmness factors varied from
85% (low geographic diversity) to 99% (low wind egepenetration), with a value
of 87.5% for the base case of 4% wind energy angdiumegeographic diversity.

* Because RTSim is an hourly simulation model, itncdrby itself determine the
amount of additional spinning reserve needed toraccodate the increased
regulation due to the minute-to-minute fluctuatiofshe wind power. Using
samples of 1-minute wind power data from an exgstund power plant and 1-
minute APS load data, a calculation was perforroedkfine the additional regulation
burden due to wind energy. The range of additispaining reserve required varied
from 0.5 MW to 6.2 MW for 1% and 10% wind energyptation, respectively (2.4
MW for the base case of 4% wind energy).

Certain aspects of the methodology listed abovetmeéditional emphasis:

* Load energy (MWh) and wind energy (MWh) deliveradneference” and “actual”
cases are identical. If wind generation is assutndx a “must take” resource, the
payment from APS to the wind generators is idehticaoth the “reference” and
“actual” cases. Therefore, the cost per MWh ofdramergy is not relevant to the
analysis (i.e., it “subtracts out”).

» Optimization cases are run with next-day forecasa.d All binding decisions (unit
commitment or de-commitment, day-ahead purchase$,neust be carried forward
to the simulation of the actual day.

» Simulation cases are run with actual hourly load &wmnd data, and start from the
optimized day-ahead plan. However, RTSim doesvadlae-optimization of its
available resources in the hour-ahead timefranmsedapon the generation resources
set forth in the day-ahead commitment and thosiad@ within an hour of use
(including resources on the market).

Finally, there is the issue of the wind generattnbutes defined for the “reference” case.
In this method, wind energy delivery is allowedveoy day-by-day and hour-by-hour. In the
reference case, the wind energy is assumed to@% 1iém both day-ahead and hour-ahead
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and therefore have no uncertainty. As will be dsseudl later, there is also no additional
spinning reserve added to that required within ésatir due to the wind in the reference case
(thus no impact of the wind upon the within-houyukation required in the reference case).
The reference resource for wind assumed here isagot to an “as-available” energy
contract with a third-party, where the terms of ¢batract allow the delivery to be scheduled
a day in advance.

Wind Integration Cost Impact Results

Figure ES 4 shows the integration cost result$hfermedium geographic diversity case with
1%, 4%, 7% and 10% wind energy penetration. Theallheight of each vertical bar on the
chart signifies the full integration cost, with tbelored sections of each bar indicating the
proportion of the cost contributed by the regulatfadded spinning reserve; green section),
the hour-ahead uncertainty (hour-ahead firmnesgdess than 100%; red section), and the
day-ahead uncertainty (day-ahead firmness beirsgthes 100%; blue section). For the base
case of 4% wind energy, the total integration ®$3.25/MWh, varying from $0.91/MWh
(1% wind energy) to $4.08/MWh (10% wind energy).

Figure ES 5 displays the sensitivity of integratemst to geographic diversity, for the 4%
wind penetration case. The center column on thastaorresponds to the base case and is
identical to that shown in Figure ES 4. The masutedemonstrated in this figure is the
effect of geographic diversity on reducing the gnégion cost. As turbines are spread over a

Base Case Assumptions: $4.50
DA firmness (60%)
HA firmness (87%)
Added spin (2.4 MW) $4.00
$3.50
o $3.00
(7]
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®
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= S$1.50
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< I Sy s— e SE—
Wind Energy Penetration 1% 4% 7% 10%
i Within-hourRegulating $0.40 $0.41 $0.31 $0.37
M Hour-ahead Uncertainty $S0.11 $1.88 $2.32 $2.65
H Day-ahead Uncertainty $0.39 $0.95 $0.93 $1.06

Figure ES 4 — Sensitivity of integration cost to peent penetration of wind energy, under base case
assumptions.
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Figure ES 5 — Sensitivity of integration cost to gegraphic diversity of wind energy, under base case
assumptions.

broader geographic area, the variability in thepatts reduced, both hour-to-hour and day-
to-day. This effect is characterized in the hawead firmness factor, which is highest for
the high diversity case and lowest for the low ity case. A summary of the integration
costs for the full set of cases run is shown inl@&s 3.

The primary conclusions from the integration castlg are as follows:

* Wind integration costs in the APS system, defiretha increase in operating costs
due to the variability and uncertainty associatéti wind generation divided by the
total wind energy delivered, are consistent wituits from other studies around the
country. For APS, the costs range from just unde@@MWh of wind energy
delivered at 1% penetration to just over $4.00/Mavi0%.

* The integration costs of 4% wind energy (468 MWAIRS’ system (2010 peak load
estimated at 7,905 MW) was estimate to be $3.25/\tn medium geographic
diversity in locating wind turbine power plantsrinrthern Arizona.

* Hour-ahead uncertainty, as employed by APS’ moddtiol RTSim for in-the-day
commitment of generating units, is the largest congmt of integration cost. This
guantity is effectively a type of operating reseraed can be significant in magnitude
relative to the other reserve amounts attributedbleind generation.
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* The beneficial effect of geographic diversity odueing variations in aggregate wind
energy production reduces integration costs.

* In RTSim, day-ahead forecasts of wind generatiorufit commitment and
scheduling are modeled as a firmness factor. @&bgltrof the sensitivity cases for
firmness factors ranging from 0 to 100% show thiagtter, i.e., less costly, day-
ahead plan is possible as more of the wind endragyis to be delivered can be
accounted for in the unit commitment optimizatiddonversely, if wind energy is
ignored, more APS units are committed to operatiam are actually needed,
increasing operating costs.

» Because Arizona wind generation is high duringgweng when the system load is
only moderate and only a modest amount of flexgi@eeration resources are
required, this is the season during which the hsgheegration costs are incurred.
Integration costs are lowest during the summer,whi@d output is relatively light
and virtually all of the flexible gas generatiosoarces are on-line.

» Costs associated with gas supply imbalance wergidered and found to be a small
contributor to the total integration costs, inalbes less than $0.10 to $0.15/MWh.
The cost is significant if there is either no dagad forecast of the wind energy, or a
very poor day ahead forecast. For any reasonahl& power forecast, the gas
supply imbalance costs are quite small.

Table ES 3 — Matrix of wind integration scenarios onsidered with the associated integration costs t=d
in $/MWh.

Integration Cost Summary ($/MWh)

Wind Scenarios Geographic Diversity
Energy Penetration
Penetration | by Capacity [ High | Med | Low
1% 1.5% | 0.91
4% 59% | 260 3.25 @ 3.30
7% 10.4% | 3.57
10% 14.8% | 4.08

Gray Shading = Casesrun Bold = Base Case
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|. INTRODUCTION

BACKGROUND INFORMATION

Over the past decade, electrical energy derivad frolity-scale wind turbines (>1 megawatt
(MW) per turbine) has become more cost competi@ative to conventional electrical
energy resources, especially natural-gas basedajmme Furthermore, as the wind turbine
technology has developed, the reliability of theoiines has become very high (>98%
availability) and there is now significant expegerin designing, financing, building and
operating large wind power plants. As a resud,ittstalled capacity of wind power has
increased dramatically in the US over the pastrs¢years, from 2,500 MW in 2000 to over
11,500 MW in 2008. Worldwide there was over 74,000 MW installednet énd of 2006,
and this significant growth is expected to contiouer the next several years. In addition to
its cost competitiveness, wind energy may bringpogositive benefits such as long-term
price stability, no emission of climate change gageequires no water, it is an indigenous
resource, and it can foster rural economic devet®ypgm

Concurrent with the decreased cost and increasegeus wind energy, many states in the
US have adopted policies to promote renewable-grizaged electricity generation. One
such example is the recently adopted Renewableggii&andard and Tariff (REST) Rules
passed by the Arizona Corporation Commission indvalver of 2006. One requirement of
this rule is that an affected utility, such as Ana Public Service Company (APS), should
annually derive 5% of its energy from renewablergpeesources by 2015, and 15% by
2025. Wind power is an eligible renewable energiyegator under this rule, and because of
its cost competitiveness, may be employed to pesidignificant fraction of the renewable
energy production required.

While wind energy has many positive aspects, @ hbss different generation characteristics
than conventional utility resources. In particukince the wind is driven by meteorological
processes it is inherentijariable This variability occurs on all time frames oflity

operation from real-time minute-to-minute fluctweus through yearly variation affecting
long-term planning. A conceptual view of thesediframes is depicted in Figure 1. Recent
wind integration studies have demonstrated thavanations of most importance and cost
are those in the hourly and daily timeframe, reldtethe ancillary services of load following
and unit commitmenitIn addition to being variable, it is also a chadje to accurately

predict wind energy production on the time scalasterest to utility planners and operators:
day ahead and for long-term planning of system aaey(i.e., meeting the system peak load
during the year). Wind energy is more predictablthe hour-ahead time frame, but even
then theuncertaintyin wind forecasts must be accounted for in utiiperation and
dispatching. In order to minimize impacts and mazerbenefits, each utility that
incorporates wind energy must learn how to acconat®theuncertaintyandvariability of
wind energy in their operational and planning poas, and do so while maintaining system
reliability.
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Figure 1 — Time scales of importance when consided power system impacts of integrating wind energy
(source: National Renewable Energy Laboratory).

An overall perspective on the value of incorporgtivind energy into a utility system is
shown in Figure 2. The green bar shown represkatsumulative positive financial benefits
of wind energy accrued over the course of a ygprcally normalized per megawatt-hour
(MWh) of wind energy production, the largest comgainof which is the marginal value of
the wind energy. This marginal value is dependg@oinwhenthe wind blows and is higher
during peak load hours and lower off-peak. Thel@dshows the cumulative costs of
incorporating wind energy. The dominant cost esdlbtual cost of the wind energy, which is
typically purchased via a fixed-price, long-terrmtract. The “integration costs” shown on
the bottom of the red bar is the additional costiired in planning and operation due to the
uncertaintyandvariability of the wind energy. These additional costs arealty incurred

as additional regulation and load following ancifigervices, and in additional contingency
reserves. Overall, there is generally a net bedaétto wind energy, represented by the blue
bar in Figure 2, the magnitude of which varies fratifity to utility based upon each
system’s generation resources, load, wind resouopesational rules and constraints, and
the market within which it operates. The “othenéfts” shown correspond to non-
monetized benefits, such as avoided carbon emssede. An example wind integration
study that considers the overall benefit of wina iatility system is the recent study
conducteaj by General Electric for the New York &tahergy Research and Development
Authority.

When a utility considers purchasing renewable gnezgources to meet a portfolio standard,
it typically issues a “Request for Proposals” (RBRYl receives price proposals that specify a
cost of energy, often inclusive of tax or otherdit® In order to fairly compare these price
proposals, it is necessary to understand and atémutine “integration” costs associated

with each resource. It was the goal of this studgldtermine a value for the integration cost
of wind energy that would be typical of wind resoes developed in Arizona. Emphasis was
placed on assessing the operating impacts in theéaton, load following and unit
commitment time frames, with the explicit objectfedetermining the “integration” costs.



Realistic wind power production scenarios and widath were employed, assuming wind
energy penetration levels of 1%, 4%, 7%, and 1@aénsistent with the Arizona Renewable
Energy Standard and Tariff, these penetration $eaed defined as the percent of APS total
system energy per year that is generated by wind.

For the purpose of this study, wind power plantsens®nsidered in Arizona within the zones
shown on the 2003 high resolution Arizona wind ggenap displayed in Figure 3 (for more
information about the wind map, visit the Northémzona University (NAU) Sustainable
Energy Solutions websitéitp://wind.nau.edu/majpsThe more colorful areas shown on the
map correspond to better wind resource areas, oi@dtich are contained within the two
zones. Furthermore, locating wind power plantsathtof these zones allows geographic
diversity, similar to what could be achieved in state. Thus, in addition to considering
varying levels of wind energy penetration, the gapgic diversity of the wind power plant
locations was also considered, from high diversitiow diversity. A summary of the wind
scenarios studied is presented in Table 1. Notelieasecond column in this table shows the
wind power penetration as it is typically reportddzide the total installed nameplate
capacity of the wind power in MW by the peak APSteyn load in MW. The “X” in the
center of this table indicates that the 4% windgbextion, medium diversity case was
considered the “base case” in this study. This sedected as the base case because it is a
reasonable approximation of what may be achieved e relatively near term in Arizona.

Capacity value
pacity -

Marginal value
of wind energy<

Other

oo benefits

I
Combine all Net benefit
benefits and costs or cost

\.
Tax credits
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Cost of wind
energy
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Figure 2 — Overall perspective of the value deriveftom integrating wind into a utility system.
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Table 1 — Matrix of wind energy penetration and gegraphic diversity scenarios considered.

Wind Scenarios Geographic Diversity
Energy Penetration

Penetration by Capacity| High | Med | Low
1% 1.5%
4% 5.9% X
7% 10.4%
10% 14.8%

Gray shading = Cases run X= Base case

PROJECTOBJECTIVES ANDOVERVIEW

The objectives of this study were to analyze ojregdtnpacts and costs of integrating
various levels of wind energy in the APS balanangr (i.e., control area). Focus was
placed on what the APS system may see in thevelathear term, and therefore would
provide a fair integration cost to utilize in evaling wind energy proposals in APS’ current
and future RFP’s.

The basic approach in conducting an integration stosly is to simulate system planning,
operational activities and decisions over the ceofsa set time period, frequently a year. In
APS’s case, this entailed running modeling softwesed for their system planning that
essentially simulates the system planning and diparasing an hourly time step over the
course of one simulated year. The simulation peréoan optimal commitment of available
generating units (unit commitment) in the day-ahtxaeé frame, ensuring there is adequate
generation available to cover the next day’s Itld,variations in the load (e.g., ramps), and
setting aside sufficient reserves. This requirBsecast of the next day’s load and available
generation resources, including wind power (a “wimietcast”), as well as expected market
prices for transactions (e.g., buying or sellingrgy). As the simulation proceeds into the
day of operation, units that were committed for dgeng the day are re-optimized and even
re-committed on an economic basis in the hour-akiesframe, when the expected load,
generation, and wind is more certain. The unitslalble during the hour (“real time”) must
be sufficient to follow the load swings within theur and hour-to-hour (load following), as
well as the short term minute-to-minute fluctuatidqregulation). After simulating the
system operation for a year, an overall cost totlhensystem and meet the load is
determined, including all market transactions. riden to assess the incremental cost to
integrate the wind energy, the system operatidinsissimulated with some baseline set of
resources. In many studies this baseline setsolurees either does not include the wind
energy, or it does include the wind energy but wag that attempts to remove the effect of
its uncertainty and variability. The system is tisanulated again with the actual wind
energy, accounting for its uncertainty (inaccuracgrediction) both day ahead and hour
ahead, and accommodating for its actual variabilitiie cost incurred during this simulation
is then compared to the baseline to deduce thedration” costs. More detail on how this



was accomplished will be provided later in the reépéor this integration analysis, the study
year was selected as 2010. Consequently, all wiecgg penetration levels listed in Table 1
refers to the expected APS energy production aadl [mad in 2010. Furthermore, the
expected 2010 APS system generation resourcesengtoyed in the simulation along with
anticipated market conditions (e.g., natural gads;eetc.).

A critical aspect of any wind integration studyc@rectly accounting for the relationship
between wind and load. System load is partly tectdy the weather, such as when hot
weather causes high air conditioning loads. Wiodgr generation is obviously related to
the weather, and so there will be some correldigiween the weather, the load, and the
wind power. In order to correctly capture thisate@nship in an integration study, a time-
series of historical load data is matched withegithe historical wind power data or a
simulation of the wind power data. For the purpaofsthis study, APS 2004 hourly load data
was employed in conjunction with simulated wind eowroduction data over the same
period! Since the study year was selected as 2010, t 12@ds were scaled up to the

level expected in 2010. The wind power simulatiaswonducted by 3TIER, Inc. (3TIER),
using a meso-scale weather model employing 20Qdrtaal weather data as an input. The
idea here is that the meso-scale model does ajgbgatedicting and downscaling the wind
speed, air density, etc., when using the histodoalse resolution weather data to maintain a
high correlation between the simulations and theasdaveather. This type of predictive
model using historical weather data is called akisast.” The wind speed data is then turned
into wind power production through an algorithmtthasumes a turbine type, makes
reasonable assumptions about the wind power @gott, and produces a simulated power
output for several distinct wind power plants. Keg elements of this simulation are that the
wind power prediction is correlated to the weathred any correlation with the load is
implicitly captured, and that the variability ofethvind power output is typical of what is
actually realized at functioning wind power plarfsr this study, a GE 1.5sl turbine (1.5

MW rated output) with a 77-meter rotor diameter 8emeter hub height was the turbine
model employed at all locations. Wind power outjpoin the turbines was adjusted to
account for the local air density, which is lowehagher elevations. The location and size of
wind power plants simulated were determined asqgfdtte project.

To summarize, the overall objective of this stuslyo compute the incremental integration
costs incurred by the APS system in accommodatiagariability and uncertainty of wind
energy. This was accomplished as follows:
» Simulate APS system operation and planning fortgpieal year:
o Determine the operating costs for the system exuiuihe effects of wind
variability and uncertainty.
o Determine the operating costs for the system wighaictual wind, including
the effects of its variability and uncertainty.
o Deduce the integration costs as the difference dmtvthe costs computed in
these two simulations.
» The study year was selected as 2010.

" With respect to data from 2004 being scaled tad2@is worth noting that load and simulated winsm
2003 and 2005 were also modeled and scaled to 2Mever, the differences in integration impacts
compared to the scaled 2004 load and wind werdgilelg. Therefore they were not considered in thjzort.



» Historical load data for APS in 2004 was scalethaich the expected load and
energy required in 2010, maintaining the hour-taxtghape of the load and its
correlation to the weather.

* Assume GE 1.5 MW wind turbines with a 77-m rotardeter and 80-m hub height.

» Simulate a reasonable set of wind power plantsrinofda, using a meso-scale
weather model, 2004 historical weather data, anwdhd power prediction model.
This will provide wind power data that is time-spngnized with the load data,
maintaining any correlation inherent between the. tw

* Analyze the sensitivity of wind integration costswind energy penetration and
geographic diversity (as displayed in Table 1).

* From the APS system simulations, deduce the conmsid the integration costs
caused by regulation, load following, and unit cotnment.

The philosophy adopted in the study was to detegrairealistic, yet conservative, value for
the integration cost (i.e., within the limitatioothe modeling, come as close as possible to
the actual integration cost without underestimatirfgurthermore, the study process was
devised to produce meaningful, broadly supportsdlte through a technically rigorous,
inclusive study process.

PROJECTTEAM

Northern Arizona University (NAU) was the lead ongaation in the study effort, working in
collaboration with APS, EnerNex Corporation, andeER. NAU was responsible for
managing the project and for overall technicalcimn. EnerNex was the primary technical
consultant on the integration analysis, 3TIER vesponsible for the wind speed and power
modeling, and APS was responsible for system ctexiaation and modeling. There were
two important advantages in APS performing the ningel) they are experts in modeling
and running their system, and best suited to megstem operation; and 2) they gained an
increased understanding of wind energy and itsrg¢ine characteristics, and developed in-
house expertise to conduct future integration coptct studies. A Technical Advisory
Group (TAG) was formed to provide external reviavd guidance to the study (see
Appendix A for a list of TAG members and meetings)d in particular were counted upon
to assist in selecting key model assumptions arahpeters used in the study. The project
team and TAG were assembled so as to build upon wind integration studies and related
technical work, and to coordinate with recent andent regional power system study work.
Key organizations and the public were informedhaf $tudy through stakeholder meetings
conducted jointly by APS and NAU, and supportedh®yproject team (see Appendix A for
a list of TAG members and meetings). Through thkedtolder meetings, the project team
sought interaction and input regarding all aspetthe project, including wind resources,
technical details, and policy ramifications. Thigamizations invited to the stakeholder
meetings were also expected to serve as conduit$oniation to the people and
organizations they represented.



REPORTORGANIZATION

Consistent with the activities involved in compagtithe integration costs, presentation of the
information in this report has been split into thkkowing sections:

* APS System Characterization

* Arizona Wind Resource Modeling and Results

* Wind Integration Impact Analysis and Results

» Conclusions



Il. APSSYSTEM CHARACTERIZATION

There are three main factors that govern the impiasind energy within a given utility: the
characteristics of the utility system loads andegation, the characteristics of the wind
generation, and the system of operation withingiken market setup. The purpose of this
section is to provide sufficient background abo&SAsystem operation, its expected 2010
resources and loads, and market setup to both staddrthe integration analysis and to
interpret its results. Thus the subsections preseste as follows:

» APS System Generation Resources and Loads
* APS System in 2010

» Market Setup and System Operation

* Role of Transmission in this Study

APSSYSTEM GENERATION RESOURCES ANDLOADS

Arizona Public Service Company (APS) is an invesiwned electric utility serving more
than 1 million customers in 11 counties throughbetstate of Arizona. In 2006, APS’ own
load capacity requirement peaked at ~7,600 MW wsHoeiated annual energy of
approximately 30,000 GWh. Historically, growth ifP&’ service territory has outpaced the
national average. Currently, APS projects an @yeeemnual load growth rate of ~ 3% for
the next 10 years.

APS is a summer-peaking utility with its peak driy@imarily by residential customer
growth and the associated cooling loads. As tlstoooer base grows, the summer period
load grows at a faster rate than the winter andilsleo months. An example of the APS
system load throughout the year, and its recemttwas displayed in Figure which
provides an illustration of the APS 2004 vs. 206tual own-system load.

In meeting its load obligation, APS employs a miixgeneration resources, such as those
listed in Table 2 and used during 2007. The ropgblD MW of capacity over their peak
load is needed as a reserve for reliability comsiiiens. When APS employs its generation
resources, it does so in the most economical waigdlly utilizing the least expensive of its
resources possible. In doing so, the expected 2B system energy mix is shown in
Figure 5. Note that the base load resources ofarwhhuclear contribute about 2/3 of the
energy requirement, while only accounting for akib@tof the capacity. The remaining 1/3
of the energy is supplied by gas-fired intermedaatd peaking resources. At the time this
chart was created, renewable resources comprisedhan 1 % of APS’ energy portfolio.
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Figure 4 — Bar chart illustrating the monthly variation of APS 2004 vs. 2006 actual own-system load.

Table 2 — APS 2007 portfolio of generation resourse

Resource Type Capacity % of
in MW Capacity
Coal — Base Load 1,741 21.2
Nuclear — Base Load 1,128 13.8
Gas — Combined Cycle 1,862 22.7
Gas/Oil — Combustion Turbine 1,422 17.3
Renewable 7 0.1
*Long-Term Purchases 2,045 24.9
TOTAL 8,205 100
After Summer Adjustments 8,188

*~87MW are from renewable resources

Renewable/DSM
2%

Figure 5 — Anticipated 2007 APS system energy mi&s produced by its generation resources.
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Typical Summer Day
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Figure 6 — Dispatch stack of APS system resources ineet load during a typical summer day (CC =
Combined Cycle Natural Gas, CT = Combustion Turbing PPA = Power Purchase Agreement).

It is important to note that while the gas-firedaarces are more expensive on an energy
basis, they are also the most flexible resourcélsarAPS system, and are used to meet the
minute-to-minute, hourly, and daily load variatiagerience by APS. Figure 6 portrays a
profile of a typical system load pattern in the soen and the resource types that are
dispatched to meet that load. As can be seemdine flexible and expensive generation
resources are used to meet the variable load dtivenday, while the less-flexible, less-
expensive baseload resources of coal and nucleaelatively constant throughout the day.
This is significant in a wind integration studynee it is the flexible resources that are
required to address the incremental impacts of wimergy on the overall system variability
and uncertainty. APS will need to adjust its cortianal generating units to compensate for
any increase in total system variability (load wetd) and changes in output experienced on
an hour-to-hour and day-to-day basis from its nemewable energy resources. In this
example of the summer dispatch, APS uses gasdoetbustion turbines and seasonal
exchanges/purchases to manage its afternoon peak.p& wind energy accounts for a
greater percentage of total resources, APS willlieenaneuver its gas-fired combined
cycle plants more, and alter how it plans its resesion a daily basis. From an energy point
of view, the renewable energy taken into the APSesy will displace energy from the
resources on-line at the time of delivery. Thusdrenergy received during the night may
displace some lower cost resources, and if recadueidig the day may displace some higher
cost resources.
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APSSYSTEM IN 2010

Today, APS, like many electric utilities, findsatéplanning to add significant amounts of
renewable resources in the future. The Arizong@@tion Commission (ACC) approved a
new renewable resource requirement which directS taPsupply 15% of its energy needs
from renewable resources by the year 2025. AP8réuresource plans include a mix of
renewable resources that meet this requirement.

Since this study focuses on APS’ 2010 system lo@idr@sources to compute an estimate of
the integration cost impact, it is important to argland the expected generation resources
and load patterns in 2010. Recall, the reasondosidering 2010 as the study year is
because there is a high level of understandinghaft\the system resources and load
requirements will be, as well as the system opamnatnd market, and thus confidence in the
ability to predict the integration impact and cosfistorical load for 2004, coupled with
simulated wind generation from 2004, are the base ckquired for the integration analysis.
As such, it was necessary to scale the 2004 htaatls to the expected energy and peak load
in 2010. The scaling was performed by APS’ loa@dassting group, and is displayed in the
chart shown is Figure 7. As can be seen in thigrd, the load patterns experienced in 2004
have been maintained in the 2010 projection, tmeasguving the correlation between the load
profile and the wind generation profile (derivedrfr the 2004 wind simulation, to be
presented in the next section).

9,000

—— 2010 load data (scaled)
8.000 —— 2004 load data
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6,000 -
§5,000 1 Sl | | “ i |
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0 1000 2000 3000 4000 5000 6000 7000 8000 8760
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Figure 7 — The hourly load pattern for APS in 2004scaled to meet the expected 2010 energy requirenten
and peak load.
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At its present growth rate, APS expects its peal o be around 7,900 MW in 2010. APS’
future resource plans address this additional Vaiftd a diverse portfolio of resources,
including future renewable resources. These rehlmwasources tend to take the form of
long-term contracts between the developer/ownerabpeand APS. The contracts are
commonly structured such that APS takes the fujbaiuof the renewable generation facility,
whatever that amount may be for a particular howtay. Due to the nature of these ‘must-
take’ contracts, the dispatch of APS’ conventiaeaburces must be adjusted to
accommodate the non-dispatchable renewable resource

MARKET SETUP AND SYSTEM OPERATION

Arizona Public Service Company is an investor owady. It is regulated within Arizona
by the five member, publicly elected Arizona Cogimn Commission, and for interstate
transmission and wholesale sales of electricityheyFederal Energy Regulatory
Commission (FERC). It is essentially a verticafiyeigrated utility, in that it owns and
operates transmission and generation facilitiestistdibutes electricity as a load serving
entity. With respect to electric reliability, APS a member of the Western Electricity
Coordinating Council (WECC) which is a region o¢ tNorth American Electric Reliability
Corporation (NERC). APS also participates as a begrof the Southwest Reserve Sharing
Group (SRSG), which is composed of 15 member orgdions that cooperate in a
contingency reserve sharing pool “in order to mahl more efficient and economic power
system operation while maintaining the reliabitifythe interconnected systeffi"The
contingency reserve requirement for APS at anyrgimement is that it has set aside
reserves equal to 7% of its instantaneous genartbm thermal resources (coal, nuclear,
gas). For this study, APS assumed 7% reservesalsyaequired for all wind power
resources. Of these contingency reserves, onevhuat be spinning (on-line, synchronized to
the grid, and ready to generate if called upon)thedther half may be non-spinning but
must be available within a 10-minute call. APS atsmintains “regulating” reserves that are
on-line generation resources used to maintain sgtbdgower flows into and out of the APS
control (balancing) area and to maintain systemueacy. These resources are what provide
the regulation and load following needed to meetdantrol performance standards (CPS1
and CPS2) via managing the area control error (RCEAs wind energy is a variable
resource, it increases the requirements for reigulaind load following needed to meet the
CPS requirements. Within APS, the combination afticency and regulating reserves are
called “operational reserves.”

From a timing perspective, APS makes transactioatsare long-term (weeks to months
ahead), day(s) ahead, or hour ahead. From a maekgtective, APS functions in a bilateral
market, meaning that all transactions occur betviertrading partners that buy/sell power
at some agreed upon price. For day-ahead or langttansactions, there are typically many
potential trading partners; but as for hour ah&fa& humber of available trading partners is
typically less. This differs from other more futhgveloped markets where there are many
participants, both those that sell power to theketaand those that purchase. For example, in
markets such as those operated by PIJM (see wwwgmmabout/overview.html), the

" Seehttp://www.srsg.org/accessed July 2007,
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Midwest Independent System Operator (MISO; see wmslwestiso.org/home), or the
California Independent System Operator (Califola@j see www.caiso.com/), there are
many entities bidding into the market simultanegpusleither buy or sell power, and
transaction frequently occur within the hour of @i®n. Furthermore, as the market within
which APS participates typically operates with gactions occurring up to the hour of
operation, other markets, such as those mentidn@geahave sub-hourly transactions. This
is significant in the context of wind integratioinae it is typically less costly to integrate
wind with more robust, sub-hourly markéts.

With respect tavhereAPS can transact power purchases/sales, the pbdelvery can be

at many locations on the perimeter of APS’ transiois system (see Figure 8). When a
transaction is made, the typical set-up is thatrtheing partner must deliver (or receive) the
power at a particular point on the transmissioriesysand arrange for adequate transmission
to get the power to/from that point. Referring=igure 8, some of the delivery points on the
APS system are substations at Mead, Glen Canyam,Earners, Navajo, Saguaro, Palo
Verde, West Wing, plus some others. Having sey#aaes at which transactions can occur
increases the number of potential trading partners.

In the bilateral market within which APS functiotise dominant form of transaction is
purchases/sales of flat blocks of energy. In thehseest, there is no real market for ancillary

Navajo

\
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Corners
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Figure 8 — lllustration of the APS high-voltage traasmission system.
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services (e.g., regulation and load following), e@rhis important since these are two
ancillary services for which the need increasestdweind integration. As a consequence,
these services must be provided by APS using iti@saurces. Furthermore, all transactions
related to providing power or balancing the powetem must be made before the hour of
operation (i.e., not within the hour, except oreamergency basis), and often the day before
operation. From an economic standpoint, while ntearysactions occur in the day-ahead
timeframe, it is not desirable to be in a positrdmere APS “must buy” in the hour-ahead
market as this type of purchase can be quite exgenghe implication of this to wind
integration is that APS must have available allessary resources to handle balancing of the
system with wind power at the beginning of eachrlafwperation. In particular, the system
planner must make sure there are sufficient reigugi@nd load following resources available
during each hour to handle the system variabilitgluding the influence of wind energy.
This philosophy also extends to the day-ahead maskee there is no real availability of
ancillary services for balancing the system onntiaeket. Therefore, for the purpose of this
study, all resources required for load followinglaagulation were provided by APS system
resources (including those available via power Ipase agreement (PPA), as indicated in
Table 2 and Figure 6). Since APS’ flexible generatiesources able to accommodate the
system variability are typically expensive to oper@.g. a combustion turbine), it is
beneficial to have a good forecast of the loadagdod forecast of the wind energy, so that
no more of these resources are employed than ra@ge3$se effect of hour-ahead and day-
ahead uncertainty will be discussed in a lateri@edf this report. However, it is worth
mentioning here that the uncertainty inherentwirad energy forecast causes an increased
amount of operating reserves to be set aside.afifeaint of additional reserves set aside
decreases as the accuracy of the wind forecagidses.

The transactions of importance in this study, treose that relate to the regulation, load
following, and unit commitment processes, are tieahead and hour-ahead transactions. In
the day-ahead time frame, APS will commit unitstfe following day. This commitment
process has three primary objectives: 1) to ersdeguate generation is available to meet
the load, 2) to set aside requisite contingencgries to ensure system reliability, and 3) to
ensure there are sufficiently flexible resourceailable to follow variations in the load (i.e.,
regulating reserves) and thus satisfy NERC comteoiormance standards. This process of
unit commitment is carried out using an algorithmattwill economically optimize
performance. This requires forecast informatiothefsystem load throughout the day, its
variability (need for regulation and load followinghe availability of its generation
resources and their characteristics (heat rateg rates, start-up times, etc.), and
information about the resources/prices availableomght on the market. When wind energy
is integrated into utility operations, a forecastwind energy and its expected variability is
also required. As will be demonstrated later,ghlguality wind energy forecast is beneficial
to keeping down wind integration costs. Transacti@iated to day ahead planning are
generally completed by 6 a.m. the day prior to apen.

Within the day of operation, the load, generatiesources, and market conditions are better
known than during the day-ahead commitment proc&hksis, APS will make transactions

up to the hour ahead of operation, re-optimizingneenical use of system resources and
scheduling them for use. While these transactidtes @mccur one-half hour prior to the hour
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of operation, they can occur anytime up to aboutniffutes before the hour. Within the
hour, some of the system resources are specifidailpted to regulating reserves. These
resources can rapidly respond to variations in [@adbad net wind), and follow the ramps
from hour to hour. Some of the regulating researesoperated on Automatic Generation
Control (AGC), and therefore can respond quicklghanges in load (or load net wind), thus
keeping the system in balance (a “non-economigiatish to maintain system frequency and
interchange schedules).

ROLE OFTRANSMISSION INSTUDY

Since the purpose of this study is to determinectst of integrating wind energy due to its
variability and uncertainty, it is not necessarateount for the transmission necessary to
bring the wind energy to the APS grid. At the hedithis integration cost study (and many
others) is a comparison between the operating cbshe system incorporating wind energy
with the system incorporating some “baseline” egeggource that does not possess the
wind’s variability and uncertainty. Thus, the costhe transmission “washes out” and does
not factor into the integration cost, as it woukldthe same in each scenario. Further,
developing a wind power plant requires a combimatiba good wind resource, access to
land, and access to transmission, all of which sageificant time and understanding to
accurately define, and which will not substantiallier the results. The approach adopted in
this study has been to rationally locate hypotla¢tidnd power plants at diverse geographic
locations, sufficient to allow flexibility in modielg the integration impacts and thus
determine a realistic value for the integrationtcAs will be explained in the following
section, no preliminary screening of nearby avéd@atansmission capacity was made in
citing the wind power plants. If the hypothetipédnts modeled for this study were actually
constructed, some additional transmission capamiyld no doubt be required.
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[1l. ARIZONA WIND RESOURCE M ODELING AND RESULTS

An important aspect of any wind integration stuslgarrectly capturing the correlation that
exists between wind, load, and weather. In padigul is essential that the wind and load
data be time-synchronized in simulating the utiéiysstem planning and operation. This
permits the simulation, within the limitations inkat in any system model, to accurately
characterize the impact of the wind on system djmerand costs. Thus a key component of
this project was to accurately model proposed wioner production that could contribute
toward the APS generation mix, for which the ingigm cost could then be determined. The
wind power plants modeled need not be in the draeation nor have the same output as
actual wind plants that may be built in the ArizoRather, the purpose here is to generate
wind power plant output profiles that are typicairnat could occur, and located in areas
within Arizona where they might be built based uploa available wind resource.
Consequently, the results of the integration cagtysshould be considered as simply being
representative of potential Arizona wind resoureeafiopment.

In producing the wind energy simulation, NAU and\&vllaborated with the Arizona
Power Authority (APA), which is the organizationtlan Arizona responsible for receiving
and distributing power from Hoover dam and powerhland is also conducting a wind
energy study. Both APS and APA, working with NAWntracted with 3TIER, a company
that specializes in renewable energy modeling anechsting, to perform the wind energy
“backcast” and power prediction. NAU was respolaesibr defining the wind modeling

input parameters, determining the wind power placéations and layouts, and then
synthesizing the wind power production model outptd coherent wind power scenarios for
input to the APS power system simulation. A desimipof the wind modeling and its results
are presented in the subsections listed below:

» Wind Model Set-up and Requirements
Meso-Scale Wind Modeling

Results of the Meso-Scale Wind Model
Wind Power Plant Modeling

Results of Wind Power Modeling

WIND MODEL SET-UP AND REQUIREMENTS

There are two basic requirements of a wind energglehas used in a wind integration study:
1) it be physics-based and of sufficient resolutiohoth time and space to accomplish the
goals of the integration study; and 2) it accusateinvert wind speed information to wind
power production data, including correctly charazteg the variability exhibited by the

wind power plants. As to this later point, becatiewind speed and direction varies even
over small areas, no two wind turbines see the sapu¢ wind speed nor have identical
power output. Further, each wind turbine posseasggnificant amount of inertia, hence its
output cannot respond to the faster fluctuationthefwind speed. For these reasons, one
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cannot simply take the output of a meso-scale \mondel (or wind anemometer data) and
run it directly through a manufacturer’s turbineygo curve to accurately estimate a power
output for an entire wind power plant. There mwessbme method to ensure the variability
of modeled wind plant output emulates the outpat #ttually realized in operational wind
power plants. Given these considerations, theviollg parameters were defined for the
wind modeling in consultation with the project tagal advisory group:

Wind speeds were simulated with 3TIER’s meso-scaidel throughout the zones
shown in Figure 9, for the historical years 199@@®06, with a focus on 2003, 2004,
and 2005.

The East (APSCo) and West (APA) zones demarketidplue and red boxes in
Figure 9 were both modeled using a grid spacirstkih (the meso-scale model
predicts wind speed, direction, air density, eitpre-defined grid points), for the
historical period 1996 to 2006.

Two smaller zones, identified by the small blacktaegles in Figure 9, were selected
for additional higher-resolution modeling with 1-lgrid spacing. These zones are
the Aubrey Cliffs, north of Seligman, and Gray M&in, west of Cameron, and are
known to have good potential for wind resource tlgwment, but also have highly
variable topography. Because a 5-km resolutioukition may not adequately
capture the effects of the topographical featuresent in these areas, more refined
1-km resolution simulations were conducted. Thé@igesolution zones were
modeled only for historical years 2003, 2004, a©032

The time-step of the meso-scale simulation was i#@s (for all zones). This
resolution in time allows study of the intra-hound variations, and can easily be
modified for an hourly power system simulation.

Wind speed and related meteorological parameters predicted at 50-m, 80-m, and
100-m above the ground at each model grid point.

For the wind power modeling, power curves for alGEMW wind turbine was used,
employing a 77-m rotor diameter, an 80-m hub heighdtl with adjustment for the
local air density at each proposed site.
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Figure 9 — Specific modeling zones for the meso-$eavind energy simulation.
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» Power output from 10 wind power plants was simulaféne location of these power
plants was determined based upon the output oh#s®-scale wind model, to ensure
locating in sensible areas. Reasonable assumptieresemployed by NAU when
choosing the wind power plant locations.

» Each wind power plant was composed of nine sepgratgings of turbines,
typically 36-MW per group of turbines (24 turbingsr group), totaling a maximum
of 324-MW per site. Taking this approach allowsa@vpower plants of varying size
to be located at each of the 10 sites, by choaanyghumber of groups of turbines.
Though turbine layout is not critical to wind speschulations, it is critical to
properly define the density of turbines at a wiavpr plant — especially for large
plants that may cover many grid points. Therefstgngs of turbines were placed
and a minimum spacing of four rotor diameters waspmed between turbines on
the same string. The strings were also placed thatla minimum spacing of 10
rotor diameters was used between the rows of testio minimize wake losses.

* The wind power plant output was computed using &Rr$EStatistically Corrected
Output from Record Extension (SCORE) methodologlyis technique was
developed specifically to accurately predict thegmiude and variability of the
output from a wind power plafit.

* The 10-minute wind power output from the SCORE rmdtihogy was aggregated
into hourly power sequences for each scenario{abte 1), for input into the APS
power system model.

* In order to investigate the effects of wind enepgyetration level and geographic
diversity, the wind energy scenarios presentedipusiy in Table 1 were defined.

3TIERMESO-SCcALE WIND MODELING

3TIER produced the meso-scale model wind data olypimplementing a numerical
weather prediction (NWP) model over the zones rgsly described in Figure 9, at a spatial
resolution of 5-km or 1-km depending upon the zdre NWP model used was the Weather
Research and Forecasting (WRF) Mot&he WRF model framework has been developed
in a collaborative partnership between federal eigsrand universities and represents the
next generation in weather forecast models. Itivaly supported by a large research and
operational community. The WRF model is designesktwe both operational forecasting
and atmospheric research needs. It features neuttiplamical cores, a 4-dimensional
variational data assimilation system, and a softveachitecture allowing for computational
parallelism and system extensibility. WRF is suidor a broad spectrum of applications
across scales ranging from meters to thousandoofiéters, and allows researchers the
ability to conduct simulations reflecting eithearéata or idealized configurations. WRF
provides the operational forecasting community aitimodel that is flexible and
computationally efficient, while offering the adwas in physics, numerics, and data
assimilation contributed by the research commuiiibe model is used by 3TIER in its
forecasting, backcasting, and resource assessmgects.
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Input Data

The main input data for wind energy backcast sitruia are historic global weather
archives, which are maintained by operational wardkbrecasting centers around the world
including the United States National Center for iEmvmental Prediction (NCEP). These
global archives represent the overall state oatheosphere over the entire planet and are
themselves the result of a sophisticated compuganalysis” of available surface and upper
air observations, combining tens of thousands dividual measurements around the globe
into a consistent physical statd.he analysis scheme is a 3-dimensional variatisciame
cast in spectral space. The assimilated obsens#ion

Upper air rawinsonde observations of temperatwegzbntal wind and specific humidity
Operational TOVS vertical temperature soundingsf’OAA polar orbiters

Cloud tracked winds from geostationary satellites

Aircraft observations of wind and temperature

Land surface reports of surface pressure

-~ 0o a0 T ®

Oceanic reports of surface pressure temperaturzontal wind and specific humidity.

Due to the necessity to represent the entire glitieeNCEP/NCAR reanalysis data set is maintained
at a relatively coarse horizontal resolution anditgelf, does not contain the level of detail resagy

to resolve the wind flow patterns over smaller gapyic regions or over a single project. However,
these data do provide a good representation ofhiktery of large-scale spatial patterns in the
atmosphere (i.e., the position of high and low gues systems; the location of the jet stream) dls we
as the general state of the ocean (e.g., sea sudamperatures) and land surface condition (eod., s
moistures). 3TIER maintains an archive of 40+ yeduglobal weather data from NCEP. Combining
these coarse data with high-resolution land-use @atd a high-resolution numerical weather
simulation model allows regional and site speaifind fields to be accurately reconstructed.

To accurately resolve the regional wind fields fesgian ability to model the interaction of large
scale weather systems with the varied terrain,-lssed and vegetation of the region. An accurate
representation of the local terrain is also imparfar resolving thermally driven circulations cads

by differential heating and cooling of the landfage. 3TIER has customized the WRF model to
ingest both the U.S. Geological Survey (USGS) GTG®P@ataset,which provides a global 30-
second (roughly 900 m) digital representation ofilaurface topography, as well as higher-resolution
90-meter terrain datasets such as those availathe the Shuttle Radar Topography Mission. In
addition, WRF employs a 30-second global 24-catetpond use map (USGS), a 5-min soil texture
(FAO) and a 0.15-degree monthly climatology greegetation fraction. These data sets were used to
describe the height and roughness of the earthfacgifor the period of simulatich.

Model Simulations and Output Variables

The WRF model was implemented for the modeling garséng nested domains of

Vv Available online at www.cpc.ncep.noaa.gov/prodigsley/reanalysis.html
¥ Available online at http://edc.usgs.gov/produdés/ation/gtopo30/gtopo30.html
Y Information available at http://srtm.usgs.gov
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progressively higher spatial grid resolutions of,4%-, and 5-km from the outermost to the
innermost domain. The innermost of these domaitiseigctual zone being modeled. The
outer domains are buffer zones, which are extessbthe modeling zone in each direction,
included to avoid grid edge effects. The nested gonfiguration for the East zone is shown
in Figure 10. A similar buffer zone was appliedhe high resolution zones (Aubrey Cliffs
and Gray Mountain), but the innermost domain wath&r downscaled to 1-km resolution.

Output from the simulation was a three dimensialadh set of the state of the atmosphere
over the entire study area at a temporal resolidan minutes and a spatial resolution of 5-
km (1-km for the high resolution areas). These datiude all static and meteorological
variables required to calculate wind energy oughdave the earth’s surface, including wind
speed and wind direction, the temperature of tbermpt surface, the air temperature, the
specific humidity, the air pressure, incoming loge radiation, incoming shortwave
radiation and precipitation at the ground surface.

Evaluation of Model Output

3TIER’s analysis of model output focused on twoeas$p of the modeled wind fields:
internal consistency and comparison with obsermaflde first evaluation simply determines
whether the modeled fields are subject to numennshbilities and the like, which are
directly related to model setup and implementatAlhmodel output was subjected to
guantitative controls of numerical stability basedCourant limits; visual inspection of wind
speed fields focusing on detection of instabilidesl/or spurious standing waves; and a

Figure 10 — Map with the nested model domain used ithe simulation of the East zone. The innermost
black box denotes the requested study area (simukd at a 5 km horizontal resolution, as shown by the
black dots).
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gualitative analysis of the wind distribution atkayrid point. The second evaluation relies
on the availability of observations with which tonepare the model simulations. In general,
3TIER analyzes model output by comparing it to datéected in the domain during time
periods that overlap with the simulations. Thidudes a comparison of modeled and
observed means, variances, diurnal distributiond Va@eibull parameters, as well as
correlation statistics computed on hourly, dailyd anonthly time scales.

RESULTS OFMESO-SCALE WIND MODEL

Maps displaying the results of the meso-scale wintulation for the West and East
modeling zones are displayed in Figure 11 and Eig2r Each map displays the wind
power density (W/rf) at 80 meters above the ground since it is moeety indicative of

the wind energy potential at a given site and thetter suited to guide selecting wind power
plant locations. The wind power density indicatedray point on this map represents the
value at that location averaged over the eleven ye@od of the simulation. Each figure
includes a color scale indicating the wind powersiy and wind power classification (1, 2,
etc.). For reference, a class 3 wind resourcefinetbas between 300 and 400 V¥Avhich
corresponds to the light orange coloring on the;rolgss 4 wind resource is defined as
between 400 and 500 W/netc. The wind class designations shown on thkesmrrespond
to the mid-point of the wind class. Since class 8adnsidered the minimum wind class that
currently can support an economically feasible wondrer plant, the areas where potential

115°00W  114'30W  114°00'W  113°30'W  113°00'W  112°30'W  112°00'W 111°30'W 111°00'W  110°30'W

i W T

36"30'N Classification [Class] | = G R Wl U 56730
1 2 3 4 g ‘
3600NMo 100 200 300 400 500 ?‘ z ; ; i e G ¥ - f136700N
'Wind Power Density [W/m?] g i ;
‘ B T T
35°30N g 35°30'N
35°00N B 35°00'N
34'30'N W 34°30N

115°00W  114'30W  114°00W  113°30'W  113°00'W  112°30'W  112°00'W  111°30'W  111°00'W  110°30'W

Figure 11 — Wind power density map of the West (APAmodeling zone.
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Figure 12 — Wind power density map of the East (APSo0) modeling zone.

wind power plants could be located are coloredtlayange to dark red. It is worth
recognizing that the base data used for creatieggetimaps is the 5-km resolution data, and
the smooth variation of the colors shown on thip mesulted from applying an interpolation
technique between the points. The figures also ghanasites in each zone where the
hypothetical wind power plants were located forplepose of this study. As can be seen,
these sites have been located in areas where titeresource is sufficient to support wind
development, and spread across the zones sudhéhatpact of geographic diversity can be
investigated.

Wind speed maps of the high resolution (1-km) miodetones are shown in Figure 13. The
left map in this figure is of the Aubrey Cliffs aeand the right map is of the Gray Mountain
area. These maps display the wind speed averagedhm/three year period of the high
resolution simulation, at a height of 80 metersvalthe ground. The circled “x” shown on
each map corresponds to the location of the NAWh&@r meteorological towers, and
therefore, where validation data was available.A&drey Cliffs, the 3TIER simulation
correlated well with the diurnal and monthly winatierns of the tower data, but with a bias
error of -1.2 m/s (the simulation generally preeltctower wind speeds than measured by the
meteorological tower). This significant differenseexplained by recognizing that the NAU
tower was located at the top of the Aubrey Cliffan area where the local wind speed is
accelerated due to rapidly changing topographyiffdace). The data from the 3TIER
simulation, on the other hand, is from grid poihizt represent a much larger topographical
area, and thus averages some low and high windlspeas together. Similarly, the 3TIER
simulation at Gray Mountain matched well the actuat tower data, except for a bias error
of -0.88 m/s. Because any wind power plants liithese areas would likely be built in the
higher wind speed areas, and because the overallaions at these areas did a very good
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Figure 13 — Wind speed maps of the two high resolioih modeling zones: Aubrey Cliff (left) and Gray
Mountain (right).

job matching the met tower data except for the brasr, the decision was made to apply a
bias error correction to all data points in eactheke zones. The bias adjusted wind speeds
were used in the wind power modeling at these ites.s

WIND POWERPLANT MODELING

For the purpose of modeling output from the progosiend power plants an approach known
as the “Statistically Corrected Output from Rechxiension” (SCORE). This methodology
was developed at 3TIER. One motivation behindtéstinique is that power output from a
wind turbine does not precisely match that whiclulddoe predicted by actual wind speed
run through the turbine power curve. An example @ogurve from a wind turbine in an
operating power plant is shown in Figure 14. As loarseen, the observations of wind power
versus wind speed spread around the turbine pawee ¢orming a thick band. The reasons
for this spread of observations are many relatdadrtmine inertia, changes in the wind speed,
direction, etc., but it is a commonly observed atraand can be modeled statistically.
Another motivation for the SCORE method is thatBbeminute wind speed record from an
NWP model tends to be smoother than that obsemegite. Thus taking the output from an
NWP model and running it directly through a turbpever curve, while able to predict the
mean power output well, will not correctly reprodube variability in the 10-minute, or even
hourly, timeframe. For these reasons, the SCORBadetogy was developed with the
explicit intention of correcting the wind power put predicted via an NWP model and
turbine power curve, by interjecting the approgriamount of variability.

SCORE is based upon statistical relationships nbthfrom turbine level wind speed and
corresponding turbine power observations flastualwind power plants, combined with
NWP modeling of the wind speed at these plantssdlstatistics were used to develop a
probabilistic model, implemented using probabitignsity functions (PDFs), to reproduce
hourly and ten-minute variations of power outpute Todel accounts for the locations of
the turbines within the region simulated by the NWwé&del and therefore captures the effect

24



o)

— — —_
(0)] co
T T

—_
N

(0]
T

o o
)]

Observations
Manufacturer's Rating Curve

Power Generated [MW]

o
~

02 — Line of Best Fit .
O Rl L g Eaadi 22 e i b L s atRRR N s
0 5 10 15 20 25 30 35

Windspeed [m/s]

Figure 14 — Example power curve from a wind turbineoperating in a wind power plant (source: 3TIER).

of geographic diversity on the turbine power ouspditectly. Finally, the probabilistic model
is used to statistically correct the power outpalties based on the NWP modeled record
extension. After applying this correction, the léag power output sequence from each
turbine has been adjusted such that it exhibitv@nbility (both 10-minute and hourly)
similar to that observed at operational wind poplants. Implicit in this method is the
assumption that the wind power plants being modeiéaxhibit similar variability
characteristics as the power plants from whichstagéstical correction was developed.
3TIER’s experience with SCORE suggests that thésrsasonable assumption.

When applying the SCORE methodology, a number cdrpaters were required to condition
the model for operations. Since this is an invesitwg study using hypothetical wind power
plants, suitable assumptions were made about the power plants and applied consistently
to all ten power plants being modeled. The follogyamputs were provided to the SCORE
model:

1. Ten-minute resolution wind speed data time-setiedl grid points from the NWP
model. The output from the ten-minute temporabhggon NWP modeling, at 5-km
spatial resolution for all wind power plants exciptthe two located in the 1-km
resolution modeling zones at Aubrey Cliffs and Géguntain.

2. The total capacity of each wind power plant, arelttirbine groupings that make up
the power plant. Table 3 shows the total capamity size of turbine groupings at
each of the ten hypothetical wind power plant$atlbcations shown in Figure 11
and Figure 12.
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3. The type of turbine in the study: GE 1.5sle tugbivith a 77 m roto¥.
a. Hub height of the turbines in the study: 80 meter.
b. The manufacturer’s rating curve with a referencalansity.
4. Turbine locations within each wind power plant.

With respect to defining the turbine locations witeach wind power plant, NAU considered
the topography and prevailing wind direction atresite, and defined a reasonable layout for
the wind turbines. Minimum spacing criteria betwélee turbines of four rotor blade
diameters between adjacent turbines, and ten deareters between rows of turbines were
assumed. Figure 15 shows an example of how thenaudsoupings were laid out at the
Bullhead City site. Note the prevailing wind dinect is south/north at Bullhead City,
therefore the turbine groups are laid out in sgipgrpendicular to this direction. The
horizontal lines shown on the topographical magh{rside) correspond to the turbine strings
(a row of turbines). At this particular site, thevere five groupings of 26 turbines each;
therefore one turbine group is composed of theimedset along two adjacent horizontal
lines. The locations of the end points of eachite string was provided by NAU to 3TIER,
who then determined the location of the turbinem@leach string using the adjacent spacing
criterion. Once the turbine locations were defiresth turbine was associated to the wind
speed simulation at one of the NWP grid points. ekample of how turbines within a wind
power plant are associated with NWP grid pointhiswn in Figure 16.

With all the model parameters defined, the actuglémentation of the SCORE method is
similar to a Monte Carlo approach. First, the appaie wind speed and grid point locations
are extracted from the NWP files. Then, the lingsAeen each turbine and the nearest grid
point are established. At this stage, the wind dpd®m the NWP model have yet to be

Table 3 — Listing of the total installed nameplateapacity of wind turbines at each wind power plant.

Wind Power Plant Sites l\clggzgilgie Wind Power Plant Sites l\cggggilg t*e

(West/APA Zone) [MW] (East/APSCo Zone) [MW]
Anderson 324 Greer 324
Aubrey Cliffs 324 Hay Hollow 324
Bullhead 195 Pinedale 324
Cottonwood 333 Springerville 324

Gray Mountain 324 Young 324
Total West 1,500 Total East 1,620

* Note, all wind power plants were composed of nine groupings of 24 turbines (36 MW per
group), except for Bullhead (five groups, 26 turbines/group equaling 39 MW per group)
and Cottonwood (seven groups with 24 turbines/group, one group with 26 turbines, and
one with 28 turbines equaling 42 MW).

¥ The turbine type and hub height are considerdzbtof lower-order influence in a utility wind integion
study, as it is the wind resource and the challéengeedicting it that are responsible for the ahiiity and
uncertainty that drive operating cost impacts.
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Figure 15 — Turbine layout at the hypothetical windpower plant located near Bullhead City.

converted to power output. The remaining steph@nSCORE technique are as follows:
1. Calculate the hourly time series from the NWP mail@lulations based on the 10-

minute NWP output.

2. For each NWP model grid point, convert the hourigdispeed time-series into an
hourly power output time-series using the manufactsi power curve, corrected for

the local air density.

3. For each turbine, locate the nearest grid pointegopdy the PDFs (created from
hourly variations) to convert the theoretical powatput at the grid point into
probabilistic power output from the turbine.

After this operation, the time-series from the NVéBord extension has been statistically
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Figure 16 - Example of turbine layout from a wind pwer plant, showing the links to the nearest NWP
points: turbines are red, NWP points are blue andihks are green. In the turbine layout shown here (ot
from the current study), the turbine locations werenot set along straight lines.
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corrected for one-hour averaged data. Howevemthie purpose of this project is to obtain
accurate ten-minute variations. Thus, the procedaerepeated, this time using ten-minute
data and the PDFs developed from ten-minute vanatiwWith the power output from each
turbine now modeled the last steps were to protlueelata sets for each turbine grouping:
4. The individual turbine data sets were summed tdyce an aggregate output for
each of the turbine groups at each wind power plant
5. Finally, the power outputs were limited to be bedaw® and the nameplate rating of
the grouping of turbines.
The final result of this process is a power outpue-series for each group of turbines at
each wind power plant, derived from the NWP reaténsion and then statistically
corrected. Figure 17 shows an example of the mda#déa in two forms: the blue trace is the
aggregated power output for the entire wind powantpat Aubrey Cliffs (324 MW) and the
red trace is for one of the 36 MW turbine groupiaggubrey Cliffs. The two traces are
generally similar, but in some instances such aBesember 9, there can be a significant
difference. A model of the wind power plant inetstirety will miss some of the detail that
can be captured when each turbine is considereddudlly.

REsuULTS oOFWIND POWERMODELING
Wind Power Plant Scenarios

The primary objective of the wind power modelingswa provide time-series wind power
production data for the wind power plant scenadiescribed in Table 1. Specific turbine
groups from some or all of the wind power plarésiivere selected to achieve the desired
energy production at each level of geographic @iaer Table 4 shows the megawatts (MW)
of installed capacity selected at each site, fchesenario (also see Appendix B for a map
showing the installed MW at each location for eachnario). Note that to produce 4%
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Figure 17 — Modeled data traces at Aubrey Cliffs fom the high resolution (1-km) data, contrasting the
output from one turbine grouping with the output from the entire power plant.
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Table 4 — Megawatts (MW) of installed capacity fromeach site employed in the various scenarios
considered.

MW of Installed Capacity

Wind Energy: | 1% | 4% | 4% | 4% | 10%

Modeling Zone Site \ Diversty: |Med |High |[Med |Low |Med
West / APA Bullhead City 78
Cottonwood Cliffs 36

Aubrey Cliffs 36| 72| 144 324

Gray Mountain 72| 36| 180| 288| 324

Anderson 72| 144| 180| 324

East/ APSCo Young 36 288
Pinedale 36
Hay Hollow 36
Greer 72
Springerville 36

Total | 108| 510| 468| 468| 1260|

of APS’s annual energy in 2010, it took 468 MW oh@vpower for the medium and low
diversity cases, but 510 MW in the high diversiage. The reason for this is that some
turbine groups from higher producing sites (e.ggyGVountain and Aubrey CIiffs) were
replaced with turbine groups from lower producintgs(e.g., Springerville, Hay Hollow,
etc.), requiring more wind power capacity to progltlee same amount of wind energy. Note
when selecting turbine groups for a given scendle, 4%, or 10%), it was necessary to
select whole groups of turbines. Since the grodipsrbines were created in multiples of 36
MW, in some cases it was not possible to combirdttbine groups to yield the precise
amount of energy sought. Table 5 summarizes somstkéstics for each scenario,
including the actual amount of wind energy produas@ percentage of APS 2010 energy.

Table 5 — Summary of some key wind power statistider the wind penetration and geographic diversity
cases considered.

Scenario Statistics

Nameplate

Ave 2003- Capacity of
2005 capacity Wind Actual % of]
% Wind | % Wind | Geographic | factor for Turbines | APS 2010

by Energy| by power Diversity case (MW) Energy
1 1.4% Med 36.7% 108 1.00%
4 6.5% High 31.0% 510 4.00%
4 5.9% Med 33.8% 468 4.00%
4 5.9% Low 33.5% 468 3.97%
10 15.9% Med 32.6% 1260 10.38%
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Wind Power Capacity Factor Results

In addition to using the 10-minute wind power dat¢he integration study, as described in
the following section of this report, it is worthiMhto determine some important
characteristics about the wind power output frochesite. For example, Figure 18 shows
the average capacity factor at each wind powert ptamputed using the simulated power
output from all turbine groups at each site overybars 2003, 2004, and 2005. As can be
seen, the capacity factors are highest at Gray kduand Aubrey Cliffs (bias corrected
data), and lowest near Springerville and Hay Hol({osfer to Figure 11 and Figure 12 for the
location of each site). Note the capacity factaramputed by dividing the actual energy
production from a wind power plant by the energydurction that would be achieved if the
wind turbines were running at their rated capafatyan entire year.

Focusing in on a specific scenario, 4%-Med (4% g@nenedium geographic diversity)
which is the base case depicted in Table 1, Figj@rehows a shaded contour plot of the
capacity factor with “hour of day” on the vertiaatis and “month of year” on the horizontal
axis. The colors correspond to the capacity faetdh blue indicating a low capacity factor
transitioning to red as a high capacity factor. iginto the previous figure, this plot was also
made using simulated wind power data from 20034260d 2005 to determine the capacity
factors. The black, vertical rectangle on this glatrounding months seven and eight
highlight the capacity factor diurnal variation ohg the APS’s peak load months of July and
August. As shown, these months have the lowesatheapacity factor during each hour of
the day relative to the other months of the yddris observation is consistent with other
wind modeling conducted for Arizona (see the Narth&rizona University Sustainable
Energy Solutions websitezind.nau.edu/mapk/as well as meteorological tower wind speed
data collected by NAU. The black, horizontal ragie shown in Figure 19 denotes the
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Figure 18 — Average capacity factor at each wind peer plant, computed using all turbine groups at eac
site for simulated years of 2003, 2004, and 2005.
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Monthly diurnal capacity factor contours
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Figure 19 — Shaded contour plot of the capacity faéor for scenario 4%-Med (4% wind energy and
medium geographic diversity), showing how the cap#y factor varies with hour of day and month of
year.

capacity factor variation throughout the year dgtime peak load hours of the afternoon (3
p.m. to 8 p.m.). As indicated, generally the hgjtmpacity factors that occur during the day
happen in the afternoon during the peak load hours.

With respect to the other wind scenarios considésed Table 4), their seasonal and diurnal
capacity factor variations are depicted in Figude £onsistent with the information
presented in Figure 19, with respect to helpingtrtteepeak load, the seasonal availability
of the wind power is not advantageous, while therdil variation is. Milligan has suggested
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Figure 20 — Diurnal and seasonal capacity factor vations for the low, medium, and high geographic
diversity cases for 4% wind energy penetration.
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a method to approximate the capacity value of timel Wwower that may be counted upon to
meet peak load®** While this method is not a substitute for utiliechniques of computing
the Effective Load Carrying Capability (ELCC) ofanerator, it has been shown to provide
a fair indication of the wind’s capacity value, kit a few percent. The basic idea of this
technique is to compute the average capacity falttong the highest 10% of load hours
during the year. Taking this value of the capafattor and multiplying by the nameplate
capacity then provides an approximation of the capa&alue from the wind power plant.
Figure 21 shows a plot of the average capacityfaliiring the highest 10% of load hours
during 2003, 2004, and 2005, for the base case sdadario of 4% wind energy penetration
and medium geographic diversity (4%-Med). Alsowhas the average capacity factor for
100% of the load hours (the entire year). Two oaftinterest emerge from this plot: 1) the
capacity value will be less than the average cépéaxctor for the entire year, reflective of
the lower wind energy production during the peaksier months; and 2) the wind power
will have a capacity value that is a significaratction of its average capacity factor, due to
the afternoon peaking nature of the wind. Not tiia type of estimate is not a substitute
for an ELCC calculation, but is only an approxiroati Furthermore, only three years are
plotted in Figure 21 using simulated wind data, melas it would be necessary to use actual
wind data and advisable to use several years afidatetermining the ELCC. That said,
wind power generally does not vary in output mbis about 15% from year to year, as
demonstrated by Westrithin the Pacific Northwest, thus it is likely that Arizona wind
resource will contribute some amount of capacityax the system peak.

Wind Power Ramping Analysis

The variability of wind power output for large-sealbind power penetration creates a
challenge for power system and transmission netwpekators. The variable wind power

O Highest 10% of Load Hours

40%

B 100% of Load Hours

35%

30%

25%

20%

15% +—

Mean capacity factor

10% +—

5% T

0% \
2003 2004 2005
Year

Figure 21 — Average capacity factor for wind scendo 4%-Med, during APS’s expected highest 10% of
load hours during 2010, and for all hours of 2010.
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must be incorporated into a system that has beeimiapd for fully schedulable

conventional power plants. Therefore, measuringuarterstanding the extent of the
variation that will be introduced to the systenotigh rapid wind power ramping events is
crucial for the reliable operation of the powerteys. Using simulated wind power data from
this project, it is possible to quantify the frequag of ramp events of a given size and
determine the effect of the size and location efwlind power plant on this frequency. More
importantly, the analysis will look at the effedtregion-wide smoothing on two time-scales
for both zones modeled: West (APA) and East (AFR). the purposes of this ramping
study, each modeled wind power plant was considerédl, rather than the ~36MW sub-
groupings, using the full 578,880 data points fctepower plant (including the 31st of
December 1995 and 1st of January, 2007). Whil&tken resolution data was used for most
of this analysis, the bias-corrected, high-resotufil km) data, which is considered more
accurate than non bias-corrected data, was utifetthe ramping analysis at the Gray
Mountain and Aubrey Cliffs wind power plants foetiiears available: 2003, 2004 and 2005.

10-Minute Ramping Analysis

The basic unit of data in this study was wind poawaraged over a ten-minute period,
derived from the NWP modeling and produced viaSR®RE technique. A ten-minute ramp
is defined here as the change in power output fsomten-minute time period to the next.
Table 6 summarizes 10-minute ramps experience@dly ef the ten wind power plants
modeled, and in aggregate for each modeling zamal§med output of all wind power

plants in each modeling zone). For any given vgader plant, approximately 70-80% of
the wind power ramps are less than 2% of the redpdcity. Of the remaining ramps, most
are in the 2% to 10% of rated capacity range, \eisls than 1% of the ramps exceeding 10%
of rated capacity. The effect of geographic divgrsn the 10-minute ramps is demonstrated

Table 6 — Distribution of ten-minute ramps, sortedby wind power plant and grouped in percentages of
rated capacity.

Ramps int2% to
+10% of rated
capacity range

Ramps outside th£10%
Wind Power Plant  of rated capacity range

Ramps inside th&2%
of rated capacity range

Count % Count % Count %

2  Anderson 3,568 0.62 112,259 19.39 463,053 79.99
< Aubrey Cliffs 4,112 0.71 176,923 30.56 397,845 873
< Bullhead 4,372 0.76 120,973 20.90 453,535 7835
< Cottonwood 3,444 0.60 115,433 19.94 460,003 7946
3 Gray Mountain 5,119 0.89 155,607 26.88 418,154 7224
= Combined Output 223 0.04 59,485 10.28 519,172 89.69
©  Greer 1,996 0.34 100,939 17.44 475,945 82.22
N Hay 4,902 0.85 113,222 1956 460,756  79.59
& Pinedale 3,344 0.58 116,744  20.17 458,792  79.26
< Springerville 5,040 0.87 135,932  23.48 437,908 75.65
uﬁj Young 2,222 0.38 114,930  19.85 461,728  79.76
Combined Output 298 0.04 63,750 11.01 514,832 88.94
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by the ramp statistics for the combined outputefwind power plants in the West/APA and
East/APS zones. For the combined output, approxim80% of the ramps are less that 2%
of rated capacity, 10% are in the 2% to 10% raagd,0.04% of the ramps are greater than
10% of rated capacity. The basic reason for @siction is that the wind fluctuations that
cause the 10-minute ramps only have a very smatletion from site-to-sit&®

Though the vast majority of ramping events at thariinute level are of a magnitude less
than 10% of the rated capacity, when operatingligyigystem it is these infrequent, larger-
scale events that must be planned for to ensusbleloperation. A closer look at the 10-
minute ramping events greater than 10% of ratedagpis shown in Figure 22 and Figure
23, for the West/APA and East/APS zones respegtivdle vertical axis in each of these
figures indicates the count of the ramp eventsgffan magnitude, and the horizontal axis
shows histogram bins representing ramp eventgyofean magnitude, in terms of percentage
of nameplate capacity for each wind power plant &ttual values can be found in the table
at the bottom of the figure. These two figures slaopreponderance of the high magnitude
ramp events occur between —20% and +20% of the plateecapacity. It can also be seen
that it is not unusual for a wind power plant tpenence ramps of £40% of the nameplate
capacity approximately once a year (note that thegegrams show total ramp counts for an
11-year period). Also, the histograms for all sees skewed to the right, meaning positive
ramps outnumber negative ramps. When the wind pplaats are combined (shown by the
black bars and the bottom rows of the tables)ahgel magnitude ramps become dramatically
less frequent, emphasizing the beneficial effegjeafgraphic diversity.

The following conclusions can be drawn from thenidute ramping analysis:

* The vast majority of 10-minute ramping events asslthan 10% of the wind power
plant capacity.

» Although the sizes of the wind power plants arelsimwith the exception of
Bullhead and Cottonwood (see Table 3), localizedtiver patterns exist that affect
the ramping behavior of the sites such that thepsaat the ten-minute timescale are
effectively uncorrelated between the sites.

» The combined output from all wind power plantstfoe West/APA region and the
East/APS region is considerably smoother than &tiyeoindividual power plants.

* For all power plants at the ten-minute timesctile,chance of a positive ramp is
greater than the chance of a negative ramp. Thisa&ul to know if ramp rate
limiting is employed, since it will only work on éhup-ramps.

Comparison of 5-km and 1-km Resolution Ten-Minusgd

Anemometer data was used to develop a bias-codrestel power series for each of the
wind power plants modeled at the higher spatialtg®n of 1-km: Aubrey Cliffs and Gray
Mountain. The period covered by the bias-corretited-series is 2003 — 2005. One
advantage of performing a higher-resolution spatiatiel is that the effects of rapidly
changing topography can be more accurately captwdide NWP meso-scale model.
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Figure 22 — Ten-minute ramp histogram for ramping @ents greater than 10% of rated capacity in the
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Figure 23 — Ten-minute ramp histogram for ramping @ents greater than 10% of rated capacity in the

East/APS region.
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Figure 24 and Figure 25 present a comparison dietheninute ramping histograms for the
1-km resolution NWP model run and 5-km resolutioWR model run. To make the
comparison, the time for both datasets was com&gatio the shorter period of the high-
resolution run (2003-2005). Both models also usad torrected wind speeds. At both sites
the ramping events from the 5-km simulation haderfoequent ramps in the -10/+10%
range, yet the larger ramps were more frequerthiod-km simulation data. Thus, the
coarser resolution smoothed out some of the laagaps, but the results were otherwise
similar.

Hourly Ramping Analysis

While the 10-minute ramping analysis provides usefight into the variable nature of the
output from the modeled wind power plants, it is bHourly variability that is more
significant to utility planners and operators amgt@ater contributor to the operating impact
(integration) cost$*'°> The hourly ramping events have important implimasi for the day-
ahead scheduling of reserve capacity, especialljpéa ramping periods (early morning and
evening) and also for contingency and reliabilinvalgsis as larger wind power ramps can
occur at the longer, hourly, timescale.

The hourly ramping analysis is similar to the 10rate ramping analysis, but will use hourly
ramp data instead of ten-minute ramp data. Thelywaund power output was calculated as
the average of the six ten-minute power valuegé&wh hour. An hourly ramp is defined here
as the change in power output from one hour toéhe. Table 7 summarizes the hourly
ramps at each of the ten wind power plants modeled,in aggregate for each modeling
zone (combined output of all wind power plantsactemodeling zone). For any given wind
power plant, approximately 50% of the wind powenpa are less than 2% of the rated
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Figure 24 — Ten-minute ramps from the 5-km and 1-knresolution data for Aubrey Cliffs.
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Figure 25 — Ten-minute ramps from the 5-km and 1-knresolution data for Gray Mountain

Table 7 — Distribution of hourly ramps, sorted by wind power plant and grouped in percentages of rated
capacity.

Ramps outside the  Ramps int2% to Ramps inside the
Wind Power Plant +10% of rated th%lof rated +2% Qf rated
capacity range capacity range capacity range
Count % Count % Count %
2  Anderson 13,452 13.94 34,196 35.44 48,832 50.61
Q Aubrey Cliffs 13,395 13.88 36,383 37.71 46,702 48.41
a’: Bullhead 15,312 15.87 28,153 29.18 53,015 54.95
< Cottonwood 13,860 1437 36,111  37.43 46,509 48.21
3 Gray Mountain 14,824 15.36 32,195  33.37 49,461 51.27
= Combined Output 4,512 4.68 45,185 46.83 46,783 48.49
Q Greer 11,247 11.66 33,824 35.06 51,409 53.28
< Hay 14,104 14.62 30,891 32.02 51,485  53.36
2 Pinedale 12,954 13.43 39,390 40.83 44,136 45.75
f\E Springerville 15,374 15.93 30,235 31.34 50,871 52.73
8 Young 10,127 10.50 39,935 41.39 46,418 48.11
"' Combined Output 6,275 650 33824 3506 56,381  58.44
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capacity, about 35% are in the 2% to 10% of ratgzhcity range, and roughly 15% of the
ramps exceeded 10% of rated capacity. Thus, lames at the hourly timescale are
substantially more frequent than ramps of the ssimeeon the ten-minute timescale. The
effect of geographic diversity on the hourly rancps be seen in the statistics for the
combined output of the wind power plants in the YA and East/APS zones. For the
combined output, approximately 50% of the rampdess that 2% of rated capacity, about
45% are in the 2% to 10% range, and ~5% of the rargpgreater than 10% of rated
capacity. The important effect of geographic dsitgron these ramp events is reducing the
number of ramps greater than 10% of rated capacity.

The hourly ramping events greater than 10% of rasgucity can be examined in more
detail by referring to Figure 26 and Figure 27,tfee West/APA and East/APS zones
respectively. Similar to the 10-minute ramp hiséwgs, the vertical axis in each of these
figures indicates the count of the ramp eventsgffan magnitude, and the horizontal axis
shows histogram bins representing ramp eventgyofean magnitude, in terms of percentage
of nameplate capacity for each wind power plant &ttual values can be found in the table
at the bottom of the figure. As demonstrated irs¢hieistograms, a predominance of the high
magnitude ramp events occur between —40% and +4@B& mameplate capacity. However,
it is not uncommon for an hour ramp to exceed + % e nameplate capacity
approximately once a year (recall that these hiatog show the total ramp counts for an 11-
year period). Compared to the positive and negdi+eninute ramp distributions, the hourly
ramp distributions are far more symmetrical. Cormigrthe output from the wind power
plants in each zone (shown by the black bars amthdktom rows of the tables), the large
magnitude ramps once again become less frequeatcdrbined output provides some level
of smoothing due to the beneficial effect of gepbia diversity, but it is less noticeable than
in the ten-minute ramping analysis. The East/ARforeachieves only minor smoothing and
this is most likely due to the wind farms beingdted along a single, straight terrain feature
(the Mogollon Rim), resulting in coincident windsvhile the West/APA region has the

wind power plants spread out more effectively, tasyiin better smoothing of the large
ramps. Furthermore, the largest ramp events focah&ined output are less than +45% of
the nameplate capacity.

The following conclusions can be drawn from thelgsia of hourly ramp events:

» Large ramp events (larger than 10% of nameplatijeahourly timescale take place
about 15% of the time for individual wind power mpis.

» Geographical diversity results in some smoothingage ramps. This is more
noticeable in the West/APA region. The East/APSamregvas laid out along a single
terrain feature (the Mogollon Rim), which resultedsome degree of coincidence of
wind patterns.

* The smoothing due to geographical diversity atithierly timescale is less significant
than at the ten-minute timescale. The hourly peaibalvs the ramp-causing wind
fronts to propagate across more of the wind povaertp in the region between one
time period and the next.

» The total output for both regions shows that ldrgarly ramps take place
approximately 5% of the time for the West/APA ragand approximately 7% of the
time for the East/APS region.
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Figure 26 — Hourly ramp histogram for ramping evens greater than 10% of rated capacity in the

West/APA region.
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Figure 27— Hourly ramp histogram for ramping eventsgreater than 10% of rated capacity in the
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The occurrence of positive and negative ramps igeravenly distributed in the
hourly timeframe than in the ten-minute timefrafier hourly ramps the chance of a
positive ramp is approximately equal to the chasfa negative ramp for each of the
wind farms.

Summary of Wind Power Plant Modeling Results

Several conclusions can be drawn with respectaavind power plant modeling output, as
summarized below.

The capacity factor of the simulated wind powengsavaried from the 22% to 36%
The seasonal variation of Arizona wind power intBeahat highest wind capacity
factors (energy output) occur in the spring, amaltwest in the summer.

The diurnal profile of Arizona wind power outputrgeally signifies an afternoon
peaking wind with the highest capacity values mdlfternoon and lowest in the early
morning hours.

The capacity value of an Arizona wind resource tiedan the regions modeled in this
study will likely be a significant fraction of, bigss than, its annual capacity factor.
The vast majority of 10-minute ramping events asslthan 10% of the wind power
plant capacity. The combined output from all wiredver plants is considerably
smoother than any of the individual power plants.

Large ramp events (larger than 10% of nameplatijeathourly timescale take place
about 15% of the time for individual wind power pig, and about 5% of the time for
geographically diverse wind power production. Gapical diversity results in

some smoothing of large ramps. This is more nalitein the West/APA region

than the East/APS region due to the proximity efeéastern plants located along the
Mogollon Rim, which resulted in some degree of calence of wind patterns.

It should be emphasized that capacity factors hed/ariability demonstrated in the wind
power plant outputs is an important considerationnderstanding the impact of wind power
on power system operation. However, the actuabohgdepends not only on the
characteristics of the wind power, but also thealality of the utility system load, the
flexibility and cost of the resources used to nibetload, how the utility handles its planning
activities and addresses it reliability requirenseand the type of market in which the utility
operates. These interactions are accounted fbeimtegration analysis presented in the
next section.
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IV. WIND INTEGRATION |MPACT ANALYSIS AND RESULTS

As described in the introduction, the techniquelengented for conducting this integration
cost study is based upon simulating system planipgrational activities and decisions
over the course of a year to determine an oveoall of system operation. In order to assess
the incremental cost to integrate the wind enettyy system operation is first simulated with
some baseline set of resources that does not gabsegariability and uncertainty of the
wind energy. The system is then simulated agaihineluding the actual wind power
profile with its uncertainty (inaccuracy in predat) both day ahead and hour ahead and
accommodating for its actual variability. The systeost resulting from this simulation is
then compared to the baseline to deduce the “iategy’ costs. The basic technique
employed here is similar to other recent cost irtegn studies;*®"18:19.2021.22.8;¢ \wjith
modifications tailored specifically to this projettherent in this technique is that load and
wind are considered together in aggregate. Tinmetspnous wind and load data is
necessary, as described in the previous sectiattgsafeport. The purpose of this section of
the report is to present the methodology and resoittdetermining the integration costs.
Specific topics to be discussed include the impaftgind energy on regulation, load
following, unit commitment, and reserves, in thatext of day ahead and hour ahead
modeling of the system. It has been divided in®fthlowing sections:

* Wind Power Impacts on System Operation and Costs

* Modeling of Wind Integration Impacts on the APS t8ys

* Wind Generation Impacts Within the Hour and Day &dhe
* Results of Modeling

WIND POWERIMPACTS ONSYSTEM OPERATION AND COSTS

WIND INTEGRATION PRIMER

Electric energy production from a large wind getierafacility over a period of time —
months, years, or the life of the project — carestmated accurately enough to secure
financing for the large amount of capital to couastithe facility. Over shorter time frames,
however, production is less predictable. One efrtiost significant barriers to further
development of wind generation in the U.S. sterosfthe fact that the processes and
procedures for the design, planning, and operatirgrge interconnected utility systems, are
necessarily biased toward resource capacity —dtieeof energy transfer to the grid, not the
amount delivered over a longer period of time inture the adequacy, reliability, and
security of the electric supply for all end-usehstegrating large amounts of wind energy
into the larger portfolio of electric generatiosoarces requires some special considerations
on the part of those charged with operating thetetesystem. Substantial amounts of wind
generation in a utility system can increase theatehfor the various non-revenue-
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generating actions that are the subject of the seotion. The ability of and cost to the
control area to provide the required level of thesevices for successful integration depends
on the makeup of its generating fleet, agreemeiitsnveighboring control areas, or the
existence of competitive markets for such serviddile the various conventional electric
generating technologies are able to provide soned td integration services, certain
technologies such as combustion turbines operatisgnple combined cycles may be more
appropriate from the cost and capability perspectiv

ANCILLARY SERVICES FORPOWERSYSTEM RELIABILITY , SECURITY, AND POWER
QUALITY

Interconnected power systems are large and extyetnaiplex machines. The mechanisms
responsible for their control must continually adjthe supply of electric energy to meet the
combined and ever-changing electric demand ofykeem users. There are a host of
constraints and objectives that govern how thdoise. In total, however, those actions must
result in:
» Keeping voltage at each node (a point where twoane system elements — lines,
transformers, loads, generators, etc. — connec¢hjeo$ystem within prescribed limits;

* Regulating the frequency (the steady electricaéd@ which all generators in the
system are rotating) of the system to keep all ggimg units in synchronism; and

* Maintaining the system in a state where it is ableithstand and recover from
unplanned failures or losses of major elements.

“Ancillary services” is the term generally usedd@scribe the actions and functions related to
the operation of a control area within an intercartad electric power system necessary for
maintaining performance and reliability. While tbés no universal agreement on the
number or specific definition of these services, fibllowing list generally encompasses the
range of technical aspects that must be consideredliable operation of the system:
* Regulation — the process of maintaining systemuieagy by adjusting certain
generating units in response to fast fluctuationhe total system load;

* Load following — ramping generation up (in the mog) or down (late in the day) in
response to the daily load patterns;

* Frequency-responding spinning reserve — maintaiamgdequate supply of
generating capacity (usually on-line, synchronitethe grid) that is able to quickly
respond to the loss of a major transmission netwt@kent or another generating
unit;

* Supplemental Reserve — managing an additional bpdupply of generating
capacity that can be brought on line relativelycgly to serve load in case of the
unplanned loss of operating generation; and

» Voltage regulation and VAR dispatch — deployingides capable of controlling
reactive powet' to manage voltages at all points in the network.

Vil Electric machinery requires two components ofentrto operate: power producing current and magjneti
current. Power producing or working current isreat that is converted by the equipment into wofke unit
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These ancillary services are critical for maintagnthe reliability and security of the electric
grid. For any foreseeable combination of equipnf@ihires or mis-operation, operating
generating units must remain synchronized to pres@scading equipment outages and
subsequent blackouts.

Historically, a single entity had complete autonocower operation of the generation and
transmission assets in a service territory anddbponsibility for operating them in a manner
to achieve high reliability at the lowest cost. clary services are tools for achieving these
goals. With the deregulation of the wholesaletelepower industry, the institutional
responsibility for certain of these functions immsoregions of the country is being been
reallocated. Their technical reality, however, hasbeen changed in that they must still be
provided somehow, some way, by someone.

The implementation of competitive markets for dacyl services is in its relative infancy
and is not uniform across the country. The emarg@h market competition, in any form,
has changed many of the procedures and processeswer system control and operation.
Bidding supply into markets for the next hour okingay has replaced the historical top-
down decision making process used to commit aneldadh generating units. Some bi-
lateral agreements between neighboring utilitiesi@hanging economic energy on short
notices have been supplanted by spot markets.niR@for the appropriate level of reserve
supply is now in some locales the function of céyanarkets.

ANCILLARY SERVICE REQUIREMENTS FORWIND GENERATION

Much of the concern over how significant amountsarfable wind generation can be
integrated into the operation of a control aremstérom the inability to predict accurately
what the generation level will be in the minutesuts, or days ahead. The nature of control
area operations in real-time or in planning for ltleeirs and days ahead is such that increased
knowledge of what will happen correlates stronglypétter strategies for managing the
system. Much of this process is already basededigiions of uncertain quantities. Hour-
by-hour forecasts of load for the next day or salveays, for example, are critical inputs to
the process of deploying electric generating uaniid scheduling their operation. While it is
recognized that load forecasts for future periasmever be 100 percent accurate, they
nonetheless are the foundation for all of the pilaces and processes for operating the power
system. Increasingly sophisticated load forecgdtchniques and decades of experience in
applying this information have done much to lesbeneffects of the inherent uncertainty.

The nature of its fuel supply is what distinguishasd generation from more traditional
means for producing electric energy. The ele@ower output of a wind turbine generator

of measurement of active power is the Watt. Magmef current, also known as reactive currenthescurrent
required to produce the flux necessary to the digeraf electromagnetic devices. Without magnatizi
current, energy could not flow through the core dfansformer or across the air gap of an induatiotor.
The unit of measurement of reactive power is theRVManagement of reactive power is the primary
mechanism for controlling voltage at points witkiire network. System operators dispatch variougds
capable of producing reactive power, including gatws, shunt capacitor banks, static VAR compemsat
etc., to control voltages in response to contiryuedlrying customer demand.
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is primarily a function of the speed of the winggiag over its blades. The speed of this
moving air stream exhibits variability on a widege of time scales — from seconds to
hours, days, and seasons. The degree to whish tlagiations can be predicted with some
level of accuracy also varies. It should be ndéked this is not an entirely unique situation
for electric generators. Hydroelectric plants,dgample, depend on water storage that can
vary from year to year or even seasonally. Geoegdhat rely on natural gas as their sole
fuel source can be subject to supply disruptionstarage limitations. That said, the overall
effects of the variable fuel supply are signifidgmdrger for wind generation.

Impacts on the operation of the transmission gnidl the control area relative to wind
generation are dependent on the performance ofitiee plants within that area as a whole,
as well as on the characteristics of the aggregateem load and the generation fleet that
serves it. Large wind generation facilities tha @eonnected directly to the transmission grid
employ large numbers of individual wind turbine geators. Individual wind turbine
generators that comprise a wind plant are usuphgagl out over a significant geographical
expanse. This has the effect of exposing eaclneitb a slightly different fuel supply. This
spatial diversity has the beneficial effect of “sattong out” some of the variations in
electrical output. The benefits of spatial divirsire also apparent on larger geographical
scales, as the combined output of multiple winahiglavill be less variable than with each
plant individually. A detailed overview of the effts of geographic diversity on wind power
output variability was described in the previousa® section entitled “Results of Wind
Power Modeling.” The system load itself exhibitergounpredictable variations, both within
an hour and over the course of the day. Becaistersyoperators are concerned with the
balance of net load to net generation in theirm@trea, load and wind variations cannot be
considered separately. The impact of uncorreladéeidtions in load and wind over time will
be considerably less than the arithmetic sum ofrttiwidual variations. This aggregation
effect is already a critical part of control argeerations, as responding to or balancing the
variations in individual system loads, rather ttfas aggregate, would be exorbitantly
complicated and expensive, as well as non-prodeictiv

Wind generation forecasting is acknowledged todry important for continued growth of
the industry. Despite the increasingly sophistidanethods used to forecast wind
generation, and the improving accuracy theread, ¢ertain that large amounts of wind
generation within a grid control area will incredise overall demand for ancillary services.
Very large amounts of wind generation may resufeiteployment of certain existing
generating units, as the projected costs of wiregngoing forward are expected to
continue declining. Higher cost conventional umitsuld then be displaced, possibly being
relegated to assisting with the management of ¢éinéral area, which is the subject of the
following paragraphs.

ASSESSMENTS ORANCILLARY SERVICE REQUIREMENTS ANDIMPACTS ONPOWER
SYSTEM OPERATIONS

Within the wind industry and for those transmisssystem operators who now have

significant experience with large wind plants, #gteention has turned to not whether wind
plants require such support but rather to the sypequantity of such services necessary for
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successful integration. With respect to the aagilservices listed earlier, there is a growing
emphasis on better understanding how significantiwgeneration in a control area affects
operations in the very short term — i.e., real-tend a few hours ahead — and planning
activities for the next day or several days.

A number of recent studies have considered thedbgfavind generation facilities on real-
time operation and short-term planning for varioastrol areas. The methods employed and
the characteristics of the power systems analyaeglsubstantially. There are some
common findings and themes throughout these stuldoegever, including:
» Despite differing methodologies and levels of detaicillary service costs resulting
from integrating wind generation facilities areatétely modest for the growth in
U.S. wind generation expected over the next trode/¢ years.

» The cost to the operator of the control area tegrdte a wind generation facility is
obviously non-zero, and increases as the ratioiind \generation to conventional
supply sources or the peak load in the control ere@ases.

* For the penetration levels considered in the stuslienmarized in the paper
(generally less than 20 percent) the integratigiscper MWH of wind energy were
relatively modest. As penetration levels begiapproach 20 percent, however, the
costs begin to rise in a non-linear fashion.

* Wind generation is variable and uncertain, but o variation and uncertainty
combines with other uncertainties inherent in posyatem operation (e.g. variations
in load and load forecast uncertainty) is a critfaator in determining integration
costs.

» The effect of spatial diversity with large numbefsndividual wind turbines is a key
factor in smoothing the output of wind plants aeducing their ancillary service
requirements from a system-wide perspective

WHERE DOANCILLARY SERVICES“COME FROM"?

Meeting the operational objectives for the powestem is accomplished through
coordinated control of individual generators aslaslthe transmission network itself and
associated auxiliary equipment such as shunt capdoanks. How individual plants are
deployed and scheduled is primarily a functionadreemics. Historically, vertically-
integrated electric utilities would schedule thgginerating assets to minimize their total
production costs for the forecast load while obsgrany constraints on the operation of the
generating units in their fleet. In bulk power kets, competitive bidding either partially or
wholly supplants the top-down optimization perfodsy vertically-integrated utilities. In
either case, the economics of unit power produdtiewe the primary influence on how a
plant is scheduled. In addition, the entity residiedor the operation of the control area — an
individual utility or a regional transmission orgaattion, for example — must manage some
generating units to regulate frequency and compimater exchanges in real time, to make up
discrepancies between actual and forecast loadgyrawvide adequate reserves to cover an
unexpected loss of supply.
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The efficiency of thermal generating units typigatbaries with loading, so for each unit there
is a point at which the cost of energy produced l@lat a minimum. For large fossil-fired
and nuclear generating units, the cost of genergiemerally declines with increasing
loading up to rated output. As a result, econordictate that these units be “base loaded”
for as many hours as possible when in operatio@ther factors, such as thermal system
time constants or mechanical and thermal stresagsatao result in certain units being
loaded at fairly constant levels while online.

Against these operating constraints for certaimsyither generating resources are deployed
and scheduled to not only produce electric enetgyalso to provide the flexibility required
by the operators to regulate system frequencygothe aggregate system load as it trends
up in the morning and down late in the day, and/igereserve capacity in the case of a
generating unit or tie line failure. Some of th&gections are under the auspices of a central,
hierarchical control system generally referred¢@atomatic generation control or AGC.
Others are the result of human intervention bycthrol area operators. In either case, the
generating units participating in the system cdrdobivities must:

* Be responsive to commands issued by the contral k&S (energy management
system), otherwise known as “being on AGC”. Pgrtting in AGC generally
requires a specific infrastructure for communicagiavith control center SCADA
(Supervisory @ntrol and Data_Acquisition) system.

» Operate such that there is the appropriate “heawh’tdo increase generation or
reduce generation without violating minimum loadiimgits if commanded by the
system operator or energy management system.

* Be able to change their output (move up or dowriraanp”) quickly enough to
provide the required system regulation

As the electric power industry evolves, it is irasmgly likely that third-party generators will
play a large role in control area operations thfougrious mechanisms and markets for
ancillary services. One such mechanism is thet4bon “imbalance market,” sometimes
conducted on an interval as short as five minwigre generators bid to help the control
area operators make up for real-time mismatchesgdaet control area supply and demand.
Capacity markets are being developed in some péatte country as a means for insuring
adequate reserve generation and system reliability.

MODELING OFWIND INTEGRATION IMPACTS ON THEAPSSYSTEM

With wind generation on the system, APS operatalisnge some type of next-day forecast
of wind generation and load to construct the b&st for meeting the control area demand.
Fuel for gas-fired generating units will also beghased or “nominated” based on this plan.
When the day arrives, both hourly load and windegation will likely depart from the
forecasts used to develop the optimal plan. Tms@guence is that actual operations over

*The term "base loaded" is generally used to desdtib operation of large generating units with higpital
and operating costs but low fuel costs that ardddao near maximum capability for most of the Isahey are
in service. In traditional electric utility systeptanning, the "base load" is sometimes definethagninimum
hourly system demand over the course of a year.
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the day will likely be less than optimal (i.e. losteost) for the actual load and actual wind
generation.

The basic approach in conducting the integratiadysto capture the costs of this sub-
optimal operation is to simulate system planninggrational activities and decisions over the
course of a set time period, frequently a yeaAmRS$'’s case, this entailed running modeling
software used for their system planning that essgnsimulates the system planning and
operation using an hourly time step over the coafsme simulated year. The simulation
performs an optimal commitment of available genegatinits (unit commitment) in the day-
ahead time frame, ensuring there is adequate gereesailable to cover the next day’s
load, the variations in the load (e.g., ramps), setting aside sufficient reserves. This
requires a forecast of the next day’s load andlabi@ generation resources, including wind
power (a “wind forecast”), as well as expected reagkices for transactions (e.g., buying or
selling energy). As the simulation proceeds indhy of operation, units that were
committed for use during the day are re-optimized @ven re-committed on an economic
basis in the hour-ahead timeframe, when the exgéatal, generation, and wind is more
certain. The units available during the hour (f'teae”) must be sufficient to follow the

load swings within the hour and hour-to-hour (Iéaltbwing) and the short term minute-to-
minute fluctuations (regulation). After simulatittye system operation for a year, an overall
cost to run the system and meet the load is deteanincluding all market transactions.

In order to assess the incremental cost to intedh&t wind energy, the system operation is
first simulated with some baseline set of resouasea reference case. In many
studied®>!??%%this baseline set of resources either does nbtdache wind energy, or it
does include the wind energy but in a way thahgtts to remove the effect of its
uncertainty and variability. The system is thenudated again with the actual wind energy,
accounting for its uncertainty (inaccuracy in pogioin) both day ahead and hour ahead, and
accommodating for its actual variability. The costurred during this simulation is then
compared to the baseline to deduce the “integratiosts. As for the baseline resources in
the reference case, the energy provided by winérgéion may be considered in a couple
different ways:

» If the load is growing and new generation is beingsidered to serve this load, the
new energy could be provided by wind energy or sother defined set of generation
sources. In some circumstances, defining theenter resource to be some type of
conventional unit may be appropriate. Care musaken, however, to operate this
unit per the terms of the contract and within tapabilities of the new generation.

As an example, if the reference resource were défia be a simple cycle-gas
turbine, it would not be appropriate to allow thatt to be dispatched to provide load
following or other ancillary services unless therts of the power purchase
agreement were to explicitly include considerattband compensation for this
capability.

» If existing system generation resources are sat@fato meet the load, the new wind
generation will displace energy provided by thesemg generation and/or
supplement the energy provided in the system makingilable for sale in the
market.
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In both of these cases, the result obtained bwydgtkie difference in the cost between
running the system with and without wind yieldsed cost or benefit of incorporating the
wind, including the wind integration costs (assltitated in Figure 2). However, it is difficult
to extract the wind integration costs from thidetiénce in total system costs, since different
resources other than the wind are employed in ¢imewind reference cases.

For studies such as this, where the intent is tlude the cost of wind variability and
uncertainty (and not the difference in cost of egsbperation of wind versus a different set
of resources), it is necessary to compare theafaststem operation with the wind versus
the system with a resource that provides an idairimount of energy as the wind on a daily
basis, but without the impact of the wind variagiknd uncertainty. This analysis approach
has been used in many integration studies, and$eakimic the activities of generation
schedulers and real time operators so as to deteraniealistic value of the integration costs.
The basic idea is that each day an optimal plaonstructed based on hour-by-hour
forecasts of the control area demand for the nayt dJsing this plan as a starting point, the
day of operation is simulated using actual rathentforecast control area demand. In the
reference case, the energy provided by wind geperet represented as an energy source
that imposes no additional burden in terms of salwegl and real-time operations. This has
often been considered an “ideal” energy source Wwisiperfectly predictable and operates so
as not to increase control area ramping or reguiagquirements.

In several recent studigs®2°?° the method for creating this energy source inréfierence
case is to represent wind generation is as altfaklof energy for each day. The total
energy for the day is exactly equal to the “actwélid generation used in later cases. This
“actual” wind generation comes from the meteoratagsimulation data for the historical
year. As a generation resource, this “ideal” wavilil not increase the overall variability of
the system, nor the uncertainty due to the loadigegion. An advantage of creating this type
of energy resource is that the cost of the windggneself is the same in both cases, and thus
any difference in the operating cost of the systéth the “ideal” versus “actual” wind will
result only from the impact of variability and umniznty of the wind as handled by the
system planning and operational activities. Addigily, the cost of the wind energy need not
be known since it will be the same in the referesnt@g comparative cases. Another
consequence of defining a flat block as the refeeshmape for the wind energy is that any
consistent diurnal shape to the wind patterns @gansistency in how/when the wind blows
on a daily basis) will either add to or subtraonirit the integration cost. For example, if the
wind consistently blows during periods when thedl@low and there is little system
flexibility, increased integration costs may reside to backing down lower cost base load
resources and from needing to employ higher-ctiestibie resources that would not
otherwise be on-line to meet system requiremeAtternatively, if the wind blows during
high load periods when the system has significaakmg and/or flexible resources on-line,
the integration cost may be quite low.

Integration cost in this study is defined as tHédence between the actual production cost

incurred to serve the net of actual load and aetirad generation and the production cost
from the reference case, where wind is perfectiywkmand adds no variability to the control
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area, and where next-day load is the only unceytaiine basic method for determining the
costs at the hourly level developed in previouslistiproceeds as follows:

1)

2)

3)

4)

5)

Run the unit commitment program in “optimizationbde to develop a plan for
serving the forecasted load. Wind generationHerday is known perfectly, and is
delivered in some predescribed pattern (eitheatebtbck with equal amounts each
hour through the day, or some diurnal distributio8ave the unit commitment as the
starting point for the next case.

Using the unit commitment from 1), re-run the dathviorecast load replaced by
actual load. Do not allow the program to re-opzeibut allow it to re-dispatch
available units to meet the actual load. Manuedignmit generation to meet load that
cannot be served from the previous day commitn&sante the total production cost
for the period and define it as the “reference potidn cost”

Repeat Step 1) with a next-day hour-by-hour windegation forecast. Save the unit
commitment as the starting point for the next case.

Using the unit commitment from 3), re-run the dathviorecast load and forecast
wind generation replaced by actual load and aeturad generation. Do not allow the
program to re-optimize. Ensure the operating resehave been appropriately
incremented to account for the additional vari&piif wind generation. Re-dispatch
available units and manually commit off-line urtidismeet the control area demand.
Save the total production cost for the period agfthe it as the “actual production
cost”.

Compute the integration cost as the difference éetwvithe “actual production cost”
and the “reference production cost.”

Similar to all simulation models, RTSim has somergjths and some limitations in its
ability to model a new resource such as wind enefigys, some modifications to the basic
methodology outlined above were necessary. Thmesaded:

Day-ahead load forecasts were automatically geeetag the program, and therefore
were not “historical” forecasts for the load pattgears from APS. RTSim generates
a day-ahead forecast by averagmgdays of (actual) hourly loads from its database,
wheren is a number of days defined by APS, typically lggs 10. APS useta:1 in
this modeling effort.

Concerning wind energy forecasts, the version odiRTutilized by APS at the time
of the study would permit no change in the actuabwhat showed up during the day
of operation from that which was forecast day aheHue practical implication here
was that the actual wind (from the simulation) katle used for the forecasted wind,
and that the impact of different wind forecastsldowt be directly investigated (e.qg.,
a professional forecast vs. a persistence foresast perfect forecast, etc.). In order
to account for uncertainty in the day-ahead winédast in the day-ahead
optimization, RTSim allows a “firmness” factor te hpplied to the wind energy.
The firmness factor allows a fixed percentage betw@% and 100% of the
forecasted wind generation for the day to be cameii “firm” in the day-ahead
optimization. For example, if the firmness fact@asaset at 60%, RTSim would
consider 60% of the wind forecasted for each hotnetfirm and could be scheduled
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while the remaining 40% would not be counted osdxve load. The optimization
routine, therefore, knows about the “shape” ofwtled energy delivery for the day,
but the amount of wind energy delivered was alwgrgsiter than what was forecast
(unless a 100% firmness factor was used). Theoagprresults in an over-
commitment of conventional generating units ordalys where wind energy delivery
is not zero.

Similar to the day-ahead forecast, RTSim requineshibur-ahead forecast of wind
energy to be the same as the actual wind that shpwsowever, an hour-ahead
firmness factor can be set. By varying the houradif@mness factor between 0%
and 100%, the effect of uncertainty in the houraah®recast can be deduced.

Certain aspects of the methodology listed abovetmeéditional emphasis:

Load energy (MWh) and wind energy (MWh) deliveradneference” and “actual”
cases are identical. If wind generation is assutndx a “must take” resource, the
payment from APS to the wind generators is idehiicaoth the “reference” and
“actual” cases. Therefore, the cost per MWh ofdaemergy is not relevant to the
analysis (i.e., it “subtracts out”).

Optimization cases are run with next-day forecasa.d All binding decisions (unit
commitment or de-commitment, day-ahead purchase$,neust be carried forward
to the simulation of the actual day.

Simulation cases are run with actual hourly load wmd data, and start from the
optimized day-ahead plan. However, RTSim doesvadlge-optimization of its
available resources in the hour-ahead timeframsedapon the generation resources
set forth in the day-ahead commitment and thosgad@ within an hour of use
(including resources on the market).

Finally, there is the issue of the wind generattinbutes defined for the “reference”
case. In this method, wind energy delivery isvaéld to vary day-by-day and hour-
by-hour. In the reference case, the wind energgssimed to be 100% firm both
day-ahead and hour-ahead and therefore have naaintg Furthermore, no
additional spinning reserve was added in the rate&réthus no impact of the wind
upon the within-hour regulation in the referencee)a The reference resource for
wind assumed here is equivalent to an “as-availaiergy contract with a third-
party, where the terms of the contract allow thievdey to be scheduled a day in
advance.

It is worth noting that though employing RTSim reqgd modifications to the method of
determining the integration costs due to some #grtdimitations, it also brought some
advantages. RTSim performs a risk analysis wipterazing the day ahead and hour ahead
commitment processes, and thus it intrinsically pataes the amount of flexible resource
needed to handle within hour variability (load émiing) and satisfy control performance
standards. No additional compensation needs toduake mMmanually to ensure that additional
within hour flexible generation resources are cottedidue to wind, as the software does
this automatically. However, this does imply whesmg the actual wind production as the
forecasted wind, that both the reference and avtingl cases have this additional load
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following requirement included in their commitmgmbcess. For this reason, the hour-ahead
and day-ahead “firmness” factors are needed tousatdor the load following cost. By
decreasing the firmness factors of the wind povedou 100%, additional conventional
(thermal) resources are committed to accommodatentneased load following due to wind
energy and a cost can be associated. Using firnfaess to model day-ahead and hour-
ahead uncertainties does not map directly to thidods used in previous integration studies
to determine load following and unit commitmenttso$/1odifying the day-ahead firmness
factor, for example, will influence both the ungramitment and the load following costs.
This is not a problem in any sense; it just needsetacknowledged that when comparing
unit commitment and load following costs from tetady with other studies, that they will
likely be different due to the fact that differex@mponents of the integration costs are
included in each. However, the overall, combingdgration costs due to the regulation,
load following and unit commitment should be conaie. An illustration of how the

effects of variability and uncertainty are capturethis study, relative to the ancillary
services of interest, is shown in Figure 28.

Probably one of the strongest arguments for usih§iR, given its advantages and
disadvantages, is that APS uses it on a daily l@gis planning processes, is comfortable
with its use and confident in its output. New exisergained by APS in this project while
learning how to appropriately accommodate wind gyer their planning and operation

/

Day Ahead planning &
commitment

Day Ahead operational ucC
< reserves

~| |Hour Ahead planning &
load following hour-to-hour

\-| Load following within hour LF

Uncertainty

Variability < Ability to follow ramps

Regulation: minute-to- Reg
\_ |Mminute

Figure 28 — Relationship between effects of variality and uncertainty, APS planning functions, and he
ancillary services of unit commitment (UC), load ftlowing (LF) and regulation (Reg).

processes will be carried forward into their acyatem operational practices, and can be
used in future evaluations. Furthermore, the orsaif RTSim, Simtec, seem to be a very
responsive organization and will likely adapt tremftware functionality in the future to
better accommodate wind energy.
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WIND GENERATION IMPACTSWITHIN THE HOUR AND DAY AHEAD

The analytical methodology is based on simulatm&PS system operation on an hourly
basis. The short-term variability of wind genesatcan increase the requirements for
balancing supply and demand in real time. Mathemlatechniques can be used to calculate
these incremental requirements, which are themecbkforward to the hourly simulations as
constraints.

INCREMENTAL REGULATING RESERVES

About 1000 hours of APS load data at 1-minute rg8mi from 2006-07 was available for
analysis. The regulation characteristic — defiteelde an energy neutral capacity requirement
for minute-by-minute balancing of generation anadle- was extracted by subtracting the 1-
minute samples from a trend computed using a twemniyite rolling average window.

Figure 29 and Figure 30 show examples of the 1-teilnad and the load trend. Figure 31
shows the 1-minute “regulation” characteristic ®ftsubtracting the load trend from the 1-
minute load. The incremental requirement imposethe system by wind generation can be
estimated with a few assumptions:

* Variations in wind generation and load over thisitwte time scale are uncorrelated,;

* The variations over this time scale from dispensed plants (and even spatially
separated individual turbines) are uncorrelated;

« From empirical dat4>?*an estimate of these variations from a 100 MW vyitaoht
as having a mean of zero and a standard deviatjaof (.5 MW is reasonable.

Owind100 = 1.5
From the calculated regulation characteristic f&¥SAoad, the standard deviation in MW is
Oload = stdev (Reg) = 11.269
So, for the 4% wind energy penetration scenaribschvis approximated as five 100-MW

wind power plants for this exercise, the standandation of the new regulation
characteristic (in MW) is

- 2 2 _
O4% "\/Oload * 50yind100 = 11.76

And for the 10% wind energy scenario:

- 2 2 _
O10% "\/Oload *+ 130ind100 = 12:50
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Figure 29 — APS 1-minute load sample and 20-minutelling average trend.
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Figure 30 — Expanded view of Figure 29.
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Figure 31 — Regulation characteristic resulting fran subtracting the load trend from the 1-minute load
data.

55



The incremental regulating requirement in MW focleacenario is computed as the
difference from the load only case, multiplied baef.

DReg 494 := 51049, = Ojoaq ) = 24

AReg 109 = 5[@010% - Oload ) =62
Thus, the expected increase in spinning reserveéeakewhen introducing 500 MW of wind
power (~4% of APS energy) is 2.4 MW. When ~10% windrgy is employed (1300 MW),
an additional 6.2 MW of spinning reserves is neetlming the same logic, the amount of
added spin needed for regulation with 100 MW (~1%drenergy) and 700 MW (~7% wind
energy) was 0.5 MW and 3.9 MW, respectively. Thaseunts of added spin are required
for all hours of the year, as the 1-minute regatatends to be a function of the overall
system load, and not the season or time-of-dagurAmary of the additional required
spinning reserve for each wind energy penetragogllis shown in Table 8.

Table 8 — Summary of amount of additional spinningeserve required to handle the wind energy on the
APS system.

Wind Power Approximate MW of

Capacity APS System Additional
(MW) Energy from Spinning
Wind Reserve

100 ~1% 0.5

500 ~4% 2.4

700 ~7% 3.9

1300 ~10% 6.2

HOUR AHEAD “FIRMNESS’

RTSim algorithms perform an in-the-day, hour-aheashmitment of supply resources to
mimic the fine tuning performed by real-time operatas the actual loads become more
predictable. For a resource such as wind generd®®Sim assigns a next-hour firmness
factor (percentage) to utilize in this re-commitmehresources. From the wind data, the
errors in a simple persistence forecast can belleadd and related to a factor that can be
used for this optimization (in an hour-ahead pé&egsice forecast, one assumes that the wind
power during the next hour will be the same asatrerage wind power during the present
hour). However, it is recognized that even foreca$load for the next hour are not perfect,
so wind generation is not the sole contributor mfertainty here.

To gauge how small errors in next-hour load forecagght offset some of the uncertainty
due to wind generation, an artificial short-terraddorecast time series was constructed.
The next-hour error was assumed to be a normadlyillited random variable with a zero
mean. The standard deviation of the variable wiaisstéed to achieve various levels of mean
absolute error of the next-hour forecast over titeeeannual sample of hourly data, the

* By multiplying the difference in standard deviatioy five, essentially all (99.99995%) of the iresed
regulation caused by the wind energy variation$ véilcovered by the additional spinning reservee T
philosophy followed by APS here is to never be sharregulation within the hour.
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results of which are shown in the first three cahsnof Table 9. Actual wind generation for

the 4% and 10% scenarios (both with medium geodggapwersity) were combined with the
actual hourly load to determine the actual houdyaontrol area demand. A second series
representing the hour-ahead forecast which coulaskd for short-term unit commitment.

Table 9 — Incremental Impact of Next-Hour Wind Geneation Uncertainty (HA = Hour Ahead, MAE =
Mean Absolute Error, St.Dev. = Standard DeviationDelta = St. Dev. with wind — St. Dev. load only).

HA Load Forecast Error HA Error with HA Error with
(Load Only) 4% Wind 10% Wind
MAE St.Dev. St.Dev. St.Dev. Delta St.Dev. Delta
(% peak) (% peak) (MW) (MW) (MW) (MW) (MW)
0.20% 0.50% 20.7 50.0 29.3 107.9 87.2
0.40% 1.00% 40.8 61.2 20.4 113.4 72.6
0.80% 2.00% 82.5 93.7 11.2 134.1 51.6

was developed by netting the hour-ahead persisfeneeast for wind generation with the
short-term load forecast described above. Talsleo®vs the statistical characterization for
load alone and the two wind generation scenarios.

The “firmness” factor required by RTSim could benswlered related to the standard
deviation of the error series for each case. Hawesince load is considered to be 100%
firm over this horizon, the change in the standddation from the load only case could be
used to credit wind generation for some of thetgagdoad uncertainty.

Using two standard deviatiotisthe table shows that the increase for the 4% warse

ranges from about 60 M\(2 x 29.3, or about 12.5% of nameplate wind gerarafor very
accurate short-term load forecasting down to aBauvIW (2 x 11.2, just under 5% of
nameplate capacity) in the case where the meanuadsoror of the short-term load forecast
is approaching 1%. The firmness factor in RTSkeréfore, could be as high as 95% for the
4% wind penetration case with a relatively highdidarecast error (0.8% Mean Absolute
Error or MAE), and as low as 87% 100% - 12.5%) when the load forecast error is low
(0.2% MAE).

For the 10% wind scenario, when the short term foegcast error is very low (0.5% MAE)
or high (2.0% MAE), twice the deltas in standardidgon are 174 MW (15% of nameplate)
and 103 MW (8.8% of nameplate), respectively. &tieesponding firmness factors are
70% and 82%, respectively. The higher percentagesoaver firmness factors (relative to
4% wind scenario) reflect the fact that at thisdvpenetration level, the next-hour
uncertainty in wind generation is larger than wiiatild be expected from the load, and
therefore begins to dominate statistically. Thertahead firmness calculations were

X Two standard deviations was chosen since it caners 95% of the expected random errors in the hewt
combined load and wind forecast errors, and wasidered sufficient to comply with NERC control
performance standards (CPS1 and CPS2)
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repeated for the 1% and 7% wind penetration lefad$® assuming medium geographic
diversity), and the results are displayed in Tdllealong with the 4% and 10% wind energy
penetration cases. For the wind integration amakgsults to be presented shortly, the most
conservative hour-ahead firmness factors corresgpgrd the best (smallest) load forecast
error was employed, those shown in the first ron&v. 0.50%) of Table 10.

DAY AHEAD “FIRMNESS’

A key question to be answered when contemplatiagldty-ahead forecast of wind energy is
“How accurate is the forecast?” When planningdyem day-ahead, it is important to
know how much wind energy will be produced througiithe day, especially during peak
load hours, for the purpose of optimizing the woinmitment process while honoring
system reliability constraints. As mentioned presly, a limitation of RTSim is that the
wind energy that arrives in the system each howste identical to the wind energy that
was forecast day ahead. This necessitates emgltyenactual wind production as the
forecast and does not allow comparing the effeicthfferent forecasts (e.g., persistence,
professional, perfect, etc.). The approach adolpéed is to employ the day-ahead firmness
factor to approximate the amount of wind energy tmauld conservatively be expected from
a professional forecast. If, for example, the dageal firmness was set at 70%, then 70% of
the wind energy forecasted (which is equal to tttea wind in this study) is considered firm
and can be used in the unit commitment procesthéfollowing day. The remaining 30%

is not counted on, but will show up in the day pémtion, implying that the system will
always be overcommitted on days where wind energxpected, with more wind showing-
up that was planned for.

The philosophy adopted by APS in this study waselect a day ahead firmness factor for
the base case (4% wind energy, medium geographecdilly) that would be conservative
(not leave APS short on capacity in real time), #lrah to conduct a sensitivity analysis on
the impact of day ahead firmness on integration. c6®ncerning wind forecast error from a
professional forecast, 3Tier suggested that asiargeguideline, the root-mean-square
(RMS) error for day ahead forecasts are about X% fery well performing site, 15% is

Table 10 — Hour-ahead “Firmness” factors for 1% 4%, 7% and 10% wind energy penetration scenarios
considering load forecast error, assuming medium ggraphic diversity of the wind power plants.

Load
Forecast Hour Ahead “Firmness” Factor
Error
St. Dev. 1% Wind 4% Wind 7% Wind 10% Wind
(% peak)
0.50% 99.1% 87.5% 85.6% 86.2%
1.00% 99.5% 91.3% 88.7% 88.5%
2.00% 99.7% 95.2% 92.5% 91.8%
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typical, and 20% is a poor performing forecast thatild require improvement. For the day-
ahead firmness factor, it was decided to takedhes$t forecast accuracy and double it (a “2-
sigma” approach). Thus, the day-ahead firmnegssifazas selected to be 60% (= 100% - (2
x 20%) ).

RESULTS OFMODELING

BASE CASE AND REFERENCECASE PARAMETERS

The important parameters in RTSim that will dirgathpact the integration cost and which
can be set and controlled, are the day-ahead fesmniee hour-ahead firmness, and the added
spinning reserve. As described previously, the alagad and hour-ahead firmness factors
influence the unit commitment and load followingstx) and the added spin corresponds
directly to the regulation cost. Recall the mabtfxcases being considered in this study, with
the wind energy penetration being varied from 1%0&0 and low, medium and high
geographic diversity being considered (see TableAl3ummary of the wind-related
parameters in RTSim appropriate for each casehansrsin Table 11.

Table 11 — A summary of the day-ahead firmness, hotahead firmness, and added spinning reserve used
in RTSim for each of the wind energy scenarios begnconsidered.

Wind Scenarios Wind Related Parameters for RTSim
Day Ahead Hour Ahead
Firmness Firmness Added Spin (MW)
Energy Penetration
Penetration | by Capacity | High | Med | Low | High | Med | Low | High | Med | Low
1% 1.5% | 60.0% | 99.1% | 0.50
4% 5.9% |60.0% 60.0% 60.0%|91.6% 87.5% 84.5%| 2.40 2.40 @ 2.40
7% 10.4% | 60.0% | 85.6% | 3.90
10% 14.8% | 60.0% | 86.2% | 6.20

Gray Shading = Cases run  Bold = Base Case High, Med, Low - Geographic Diversity

It is worth noting that the hour-ahead firmnesddator each scenario relies upon the
characteristics of the hourly wind power time-sgriénd in particular the changes in
generation for hour to hour. When comparing tharfahead firmness factor for the high,
medium and low geographic diversity cases showraisle 11 (assuming 4% wind energy
penetration), one notices that the hour-ahead #saffiactor is highest for the high
geographic diversity case. As elaborated upohersection on wind energy modeling, this
is due to the fact that the hour-to-hour changekenvind generation are smaller in
magnitude when the wind turbines are spread oosaa broad geographical area.

Prior to showing the integration cost results, tther points bear mentioning. First, recall
that the “reference case” for each wind scenarised to determine the overall cost of
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system operation with the wind energy included viathioutthe effects of uncertainty and
variability. The integration cost is then deteradrby computing the system operating costs
with the effects of uncertainty and variability, andbtsacting the cost calculated in the
reference case. This cost is then “normalizeddimding it by the total number of MWh of
wind energy produced during the year, and is tepsnted in $MWh. As described in the
paragraphs above, to eliminate the effect of vdiigland uncertainty in the reference cases
for each scenario, the day-ahead and hour-aheaddss factors are set to 100%, and the
added spinning reserve is set at 0 MW. The secoird  mention is that though much
effort was devoted to adapting RTSim to generatenservative (i.e., realistic but not low)
estimate of the integration cost, the cost calaawill be an imperfect estimate. As such,
RTSim model runs were made to assess how senfiBviategration costs are to the various
parameters. In particular, the following sensiteststudies were considered:

» to wind penetration

» to wind geographic diversity

* to day-ahead firmness

* to hour-ahead firmness

* to within-hour regulation (added spinning reserve)

» to gas/electric pricés

INTEGRATION COSTRESULTS

Figure 32 shows the integration cost results ferrttedium geographic diversity case with
1%, 4%, 7% and 10% wind energy penetration. Thealheight of each vertical bar on the
chart signifies the full integration cost, with tbelored sections of each bar indicating the
proportion of the cost contributed by the regulatfadded spinning reserve; green section),
the hour-ahead uncertainty (hour-ahead firmnesgdess than 100%; red section), and the
day-ahead uncertainty (day-ahead firmness beisghes 100%; blue section). For the base
case of 4% wind energy, the total integration ©$3.25/MWh, varying from $0.91/MWh
(1% wind energy) to $4.08/MWh (10% wind energy)islbase case cost is one of the
primary objectives of this study, as it will be dsa APS’ 2007 RFP for renewable energy.

The overall magnitude of the integration costs tedr variation with wind energy
penetration level as shown in Figure 32 are comsisvith those obtained in other studies. A
summary of wind integration costs from several tstudies along with the present APS
study are shown in Table 12 (source: UMJIGThe wind energy penetration levels are listed
by capacity (nameplate value of the wind power ceapalivided by the peak system load),
with the APS results shown in the bottom two rowste the amount of the cost of load
following is higher in the APS study relative tdets. There are a couple reasons for this:
1) Most of the other studies define their refereceses with a flat block of energy versus the
actual shape of the wind energy profile, thus tlereo reduction in the integration cost for
APS due to “on-peak” wind energy displacing higbest peaking resources; and 2) Because
of how firmness factors are used for hour-aheaddaydahead commitment, the system is
always overcommitted within the hour, adding coshhving extra generation resources

XI'As natural gas prices are notoriously difficulpi@dict, the price used in this study was thepyae
($/MMBtu) on the day the first RTSim model runs eeonducted.
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available but not employed. As indicated by th¥ th Table 12, costs associated with gas
supply imbalance were considered in this studyARS’ system, the supply of natural gas
needed the following day must be nominated in thea@head time frame. If the amount
nominated is in significant error from that actyaltilized (more than 7% over or under that
nominated), a fine of $0.44/mmBTU for that overag@inderage occurs. Thus if the
uncertainty in the wind forecast is significant¢csas it would be if the day-ahead firmness
factor were low, the aggregate amount of finesiireciover the year can increase the
integration cost considerably. In tracking the citmition toward the integration cost caused
by gas supply nomination fines it was found to lmimor contributor, always less than $0.10
to $$0.15/MWh and sometimes significantly less.

Referring again to Figure 32, the contributionhe total integration costs associated with
each component (regulation, hour-ahead uncertaiatyahead uncertainty) are shown in the
table below the chart. Considering the regulatiomgonent, the regulation cost is relatively
constant, varying from a high of $0.41/MWh to a lofs$0.31/MWh. Though the magnitude
of added spin increases as the wind penetratios gogethe cost per MWh does not. This is
due to the cost of the regulating resources emglayeach case (which may be different),
and the amount of wind energy generated. Genesp#gking, however, because the amount
of additional spin needed in each scenario isyfaimhall, the cost of the regulating resource
should remain fairly constant until such time thegjulating resources are not readily
available. Next, consider the cost due to the fatw@ad uncertainty. There is a substantial
increase in the cost as the wind penetration iseg&om 1% to 4%, but only modest
increases thereafter. The reason for the inaigd increase is that additional, flexible
generating units which are of higher-cost to opeaaie brought on-line to accommodate the
wind energy, units that are not needed with onlyvli¢td energy. Since flexible resources
are brought on-line in relatively large chunks (eagl00 MW gas unit), there may be more
flexible resource on-line than is actually neediedfa wind energy, thus adding considerable
cost. However, as the penetration increases tork®d.8%, only modest additions to of
flexible resource are needed beyond that employdéoa A similar explanation can be
applied to the variation in the cost componentude day-ahead uncertainty, except that
the units that may be committed day-ahead can benafr cost (those with longer start-up
times, such as a combined cycle plant versus aesiogmbustion turbine).

Figure 33 displays the sensitivity of integratiastcto geographic diversity, for the 4% wind
penetration case. The center column on this cloarésponds to the base case and is
identical to that shown in Figure 32. The main ledemonstrated in this figure is the effect
of geographic diversity on reducing the integratost. As turbines are spread over a
broader geographic area, the variability in thepatts reduced, both hour-to-hour and day-
to-day. This effect is characterized in the hduead firmness factor, which is highest for
the high diversity case and lowest for the low déity case. A summary of the integration
costs for the full set of cases run is shown inl&al3.

As the hour-ahead firmness factor demonstratesigtsficance in influencing the integration
cost, it is of interest to investigate its effenttbe base case integration costs. Figure 34
shows the integration cost for the base case Wiilwdhd energy, and the medium diversity
10% wind energy penetration case. As can be s&ethe hour-ahead firmness factor is
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decreased, the component of the cost due to h@aadalmcertainty increases significantly
becoming the dominant component of the integratmst. Plotting only the cost due to the
hour ahead uncertainty for these two cases is shoWwigure 35. As shown, the cost due to
uncertainty in the hour ahead forecast increasamatically as the amount of wind
considered non-firm increases from ~15% to 30%. ifiportant conclusion here is that
there is a high value in obtaining a good forecast.

The effect on total integration costs due to dagaahuncertainty for 4% and 10% wind
energy penetration are shown in Figure 36 and Eigur respectively. These plots show
that as the day-ahead firmness factor is changed fine base case value of 60% that the
cost of day-ahead uncertainty will change apprdgiabhe integration cost is not as
sensitive as it is to the hour-ahead firmness,dhaignificant gain can be made by
improving the day-ahead firmness from 60% to 80&basgood day ahead forecast. Focusing
exclusively on the cost component shown in thesefigures and plotting them yields the
graph shown in Figure 38. As displayed, for thewi¥td energy case, the integration cost
increases fairly linearly as the percent of ene@ysidered non-firm day-ahead increases
from 0% to 100%. For 10% wind energy, however,ititegration cost begins increasing
more rapidly as the percent considered non-firmeases beyond ~50%. As the overall
level of wind energy penetration increases, theoigmce of a good day ahead wind energy
forecast increases. It is worth noting that theetgpbday-ahead forecast being employed by
RTSim in these calculations is composed of 24 lyowalues of the average wind power for
each hour. In practice, APS would complete itsalagad planning by 6 a.m. the day prior to
operation, requiring an hour-by-hour forecast f@ tollowing day. That implies that the
hourly forecast needed by 6 a.m. would be neededperational hours 16 hours (midnight
to 1 a.m. the following day) to 40 hours (11 p.ontidnight the following day) ahead of
time. This represents a significant challengectorent wind forecasting techniques.

The results previously displayed indicate that wimtdgration costs in the APS system,
defined as the increase in operating costs dugetedriability and uncertainty associated
with wind generation divided by the total wind emedelivered, are consistent with results
from other studies around the country (refer tol@dl2). For APS, the costs range from just
under $1.00/MWh of wind energy delivered at 1% ppextion to just over $4.00/MWh at
10%. A number of sensitivity cases were run, whogre@ or more assumptions were varied to
ascertain the effect on integration costs. Obsienva from these results include:

* Hour-ahead uncertainty, as employed by RTSim fahe@xday commitment of
generating units, is the largest component of natggn cost. This quantity is
effectively a type of operating reserve, and casipeificant in magnitude relative to
the other reserve amounts attributable to wind geios.

* The beneficial effect of geographic diversity odueing variations in aggregate wind
energy production reduces integration costs.

* In RTSim, day-ahead forecasts of wind generatiorufit commitment and
scheduling are modeled as a firmness factor. @&bgltrof the sensitivity cases for
firmness factors ranging from 0 to 100% show thiaetter, i.e., less costly, day-
ahead plan is possible as more of the wind endratyis to be delivered can be
accounted for in the unit commitment optimizatiddonversely, if wind energy is
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ignored, more APS units are committed to operatiam are actually needed,
increasing operating costs.

» Because Arizona wind generation is high duringsjweng when the system load is
only moderate and only a modest amount of flexg@eeration resources are
required, this is the season during which the sgheegration costs are incurred.
Integration costs are lowest during the summer,nwiied output is relatively light
and virtually all of the flexible gas generatioisoarces are on-line.

Base Case Assumptions: $4.50
DAfi (60%)
HAf::Q::z (87%) 54.08
Added spin (2.4 MW) $4.00 5
$3.57
3.50 } |
> §3.25
= $3.00
S
= $2.50
.0
®
& S$2.00
£
= S$1.50
$1.00 $0.91
$0.50
d
Wind Energy Penetration 1% 4% 7% 10%
ki Within-hour Regulating $0.40 $0.41 $0.31 $0.37
M Hour-ahead Uncertainty S0.11 $1.88 $2.32 $2.65
H Day-ahead Uncertainty $0.39 $0.95 $0.93 $1.06

Figure 32 — Sensitivity of integration cost to perent penetration of wind energy, under base case
assumptions.
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Table 12 — Summary of integration costs from otherecent wind integration studies, with the two of tke
APS medium geographic diversity cases added (sourddWIG ).

Date Study Wind Regulation  Load Unit Gas Total
Capacity Cost Following Commit- Supply Operating
Penetration ($/MWh) Cost ment Cost Cost Cost
(%) ($/MWh) ($/MWh) ($/MWh)  Impact
($/MWh)
May 03  Xcel-UWIG™ 35 0.00 0.41 1.44 na 1.85
Sep 04  Xcel-MNDOC® 15 0.23 na 4.37 na 4.60
Dec06  MN/MNPUC™?* 30 na na na na 4.41
July 04 CA RPS Multi-
year
Analysis®?®*° 4 0.45 na na na na
June 03  We Energies™ 4 1.12 0.09 0.69 na 1.90
June 03  We Energies™ 29 1.02 0.15 1.75 na 2.92
2005 PacifiCorp"’ 20 0.00 1.60 3.00 na 4.60
April 06 Xcel-PSCo? 10 0.20 na 2.26 1.26 3.72
April06  Xcel-PSCo™ 15 0.20 na 3.32 1.45 4.97
July 07 APS 5.9 0.42 1.88 0.95 *x 3.25
July 07 APS 14.8 0.37 2.65 1.06 *x 4.08

** Gas supply imbalance costs were considered, but found to be somewhat less that 0.10 to 0.15 in all cases.

. o $3.50
Wind Penetration 4%
Balsne C::eeDr:fliornmness(GO%) 5330 $3'25
& added spin (2.4 MW)
$3.00
$2.60
. $2.50
0
o
§ $2.00
=
o
°T:]
s $1.50
£
$1.00
$0.50
$- )
Case VI - Low Caselll - Med Case|l - High (Hrly
Diversity Case | (Hrly Firm 84.5%) (Hrly Firm 87%) Firm 91.6%)
i Within-hourRegulating $0.44 $0.41 $0.42
M Hour-ahead Uncertainty $2.21 $1.88 $1.14
i Day-ahead Uncertainty S0.66 $0.95 $1.04

Figure 33 — Sensitivity of integration cost to geagphic diversity of wind energy, under base case
assumptions.
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Table 13 — Matrix of wind integration scenarios cosidered with the associated integration costs listein

$/MWh.

Integration Cost Summary ($/MWh)

Wind Scenarios

Geographic Diversity

Energy Penetration

Penetration | by Capacity [ High | Med | Low
1% 1.5% 0.91

4% 5.9% 260 3.25 3.30
7% 10.4% 3.57
10% 14.8% 4.08

Gray Shading = Casesrun Bold = Base Case

-~ _ 10% Wind Energy __
»7.00 4% Wind Energy A 27.00
A N\
$6.00 A $6.00
$5.00 $5.00
1]
S $4.00 $4.00
c
5]
B $3.00 $3.00
oo
3
£ $2.00 $2.00
$1.00 $1.00
& $_
Day Ahead Firmness 70% 87% 70% 85%
M Total Integration Cost $6.01 $3.25 $6.29 $4.08
M Hour-ahead Uncertainty| $4.64 $1.88 $4.86 $2.65

Figure 34 — Sensitivity of integration cost tdhour-ahead firmness, for both 4% and 10% wind energy

penetration.
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Figure 35 — Cost associated with variation in théour-ahead firmness plotted versus the percent of wind
energy considerechon-firm hour ahead, for both 4% and 10% wind energy penetration.

Wind Penetration 4% 5600
Base Case HA firmness (87%)
& added spin (2.4 MW)
4.99
$5.00 >
$4.00
i
o
o
S $3.00
-
o
[-T:]
3
£ $2.00
$1.00
Q-
Day Ahead Firmness 0% 30% 60% 80%
i Within-hourRegulating S0.44 S0.44 $0.41 $0.44
i Hour-ahead Uncertainty $1.87 $1.87 $1.88 $1.84
M Day-ahead Uncertainty $2.69 $1.79 $0.95 S0.34

Figure 36 — Sensitivity of integration cost talay-ahead firmness, for 10% wind energy penetration.
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Case Ill Med Diversity Sl0.00
Wind Penetration 10%
Base Case HA firmness (86%)59'00 3869
& added spin (6.2 MW)
$8.00
$7.00
I3 $6.00
o
S $5.00
S $4.00
a
£ $3.00
$2.00
$1.00
) N B
Day Ahead Firmness 0% 30% 60% 70%
kd Within-hourRegulating $0.37 S0.37 S0.37 $0.37
M Hour-ahead Uncertainty $2.65 $2.65 $2.65 $2.65
M Day-ahead Uncertainty $5.67 $2.98 $1.06 $0.75

Figure 37 — Sensitivity of integration cost talay-ahead firmness, for 10% wind energy penetration.
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Figure 38 — Cost ofday-ahead firmness plotted versus the percent of wind energy consided non-firm day
ahead, for both 4% and 10% wind energy penetration.
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V. CONCLUSIONS

The overall objective of this study was to compeincremental integration costs incurred
by the APS system in accommodating the variakdglitgl uncertainty of wind energy. This
was accomplished by simulating APS’ system opemadind planning for the year 2010,
using historical data from 2004 and simulated wdath from 2004 (thus having time-
synchronized wind and load data). GE 1.5 MW wundbines with a 77-m rotor diameter
and an 80-m hub height were employed for all hypiatal wind power plants simulated.
The philosophy adopted was to determine a regligticconservative, value for the
integration cost. Furthermore, the study process aevised to produce meaningful, broadly
supported results through a technically rigoronslusive study process through interaction
with a technical advisory group and a broader s$takker group. Various levels of wind
energy penetration were studied, as well as tleeedif geographic diversity in locating the
wind power plants. Transmission costs associatdddelivering the wind energy to the
system was not considered in evaluating the integraosts, since it does not impact the
costs associated in handling the incremental ingpdee to the variability and uncertainty of
wind energy.

Two major tasks were undertaken on this projeetwtind speed and wind power plant
modeling, and the system integration study. Th&amanclusions from the wind modeling
are as follows:

» The capacity factor of ten simulated wind powengsaall located in Arizona, varied
from the 22% to 36%.

* The seasonal variation of Arizona wind power intBsahat highest wind capacity
factors (energy output) occur in the spring, areithvest in the summer.

» The diurnal profile of Arizona wind power outpugsifies an afternoon peaking wind
with the highest capacity values in the afternooa lawest in the early morning
hours.

* Arizona’s wind resource will likely produce a cafppwalue that is some significant
fraction of its annual average capacity factor.

* The vast majority of 10-minute ramping events asslthan 10% of the wind power
plant capacity. The combined output from all wiradver plants is considerably
smoother than any of the individual power plants.

» Large ramp events (larger than 10% of nameplatijeahourly timescale take place
about 15% of the time for individual wind power pig, and about 5% of the time for
geographically diverse wind power production. Gapical diversity results in
some smoothing of large ramps. This is more nalitein the West/APA region
than the East/APS region due to the proximity efeéastern plants located along the
Mogollon Rim, which resulted in some degree of calence of wind patterns.

The primary conclusions from the integration castyg are as follows:

* Wind integration costs in the APS system, definetha increase in operating costs
due to the variability and uncertainty associatéti wind generation divided by the
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total wind energy delivered, are consistent wiguits from other studies around the
country. For APS, the costs range from just unded@MWh of wind energy
delivered at 1% penetration to just over $4.00/Mavi0%.

The integration costs of 4% wind energy (468 MWAIRS’ system (2010 peak load
estimated at 7,905 MW) was estimate to be $3.25/\tn medium geographic
diversity in locating wind turbine power plantsriarthern Arizona.

Hour-ahead uncertainty, as employed by APS’ moddtol RTSim for in-the-day
commitment of generating units, is the largest congmt of integration cost. This
quantity is effectively a type of operating reseraed can be significant in magnitude
relative to the other reserve amounts attributadbleind generation.

The beneficial effect of geographic diversity odueing variations in aggregate wind
energy production reduces integration costs.

In RTSim, day-ahead forecasts of wind generatiomufit commitment and
scheduling are modeled as a firmness factor. @&bgltrof the sensitivity cases for
firmness factors ranging from 0 to 100% show thiagtter, i.e., less costly, day-
ahead plan is possible as more of the wind endratyis to be delivered can be
accounted for in the unit commitment optimizatiddonversely, if wind energy is
ignored, more APS units are committed to operatiwam are actually needed,
increasing operating costs.

Because Arizona wind generation is high duringsjeng when the system load is
only moderate and only a modest amount of flexg@eeration resources are
required, this is the season during which the sghegration costs are incurred.
Integration costs are lowest during the summer,whi@d output is relatively light
and virtually all of the flexible gas generatioisoarces are on-line.

Costs associated with gas supply imbalance wergidered and found to be a small
contributor to the total integration costs, inalbes less than $0.10 to $0.15/MWh.
The cost is significant if there is either no dagad forecast of the wind energy, or a
very poor day ahead forecast. For any reasonahbl& power forecast, the gas
supply imbalance costs are quite small.
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3TIER
ACC
ACE
AGC
APA
APS
CcC
CPS1, CPS2
CT
EMS
FAO
FERC
GWh
MW
MWh
NAU
NCAR
NCEP
NERC

NOAA

GLOSSARY

3TIER Environmental Forecast Group, Inc.
Arizona Corporation Commission

Area Control Error

Automatic Generation Control

Arizona Power Authority

Arizona Public Service Company

Combined Cycle Power Plant

NERC Control Performance Standards 1 and 2
Combustion Turbine

Energy Management System

Food and Agriculture Organization of the United iNia$
Federal Energy Regulatory Commission
Gigawatt-hour

Megawatt

Megawatt-hour

Northern Arizona University

National Center for Atmospheric Research
National Center for Environmental Prediction
North American Electric Reliability Corporation

National Oceanic and Atmospheric Administration
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NREL National Renewable Energy Laboratory

NWP Numerical Weather Prediction model

PDF Probability Density Function

PPA Power Purchase Agreement

REST Renewable Energy Standard and Tariff Rules pasgéuebArizona
Corporation Commission in November of 2006.

RFP Request for Proposal

RTSim APS system modeling software, developed by Singeer{sim.com
accessed July 2007)

SCADA Supervisory Control and Data Acquisition

SCORE Statistically Corrected Output from Record Extensio

SRSG Southwest Reserve Sharing Group

TAG Technical Advisory Group

TOVS TIROS Operational Vertical Sounder
(seewww.0zonelayer.noaa.gov/action/tovs.hiaecessed July 2007)

USGS U.S. Geological Survey

UWIG Utility Wind Integration Group

WECC Western Electricity Coordinating Council

WRF Weather Research and Forecasting Mbdel
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APPENDIX A

ADVISORY GROUPMEMBERS
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Members of the APS Wind Integration Study Techndvisory Group (TAG).

Name Organization

Dr. Michael Milligan National Renewable Energy Lahtmry
Ms. Debra Lew National Renewable Energy Laboratory
Mr. Brian Parsons National Renewable Energy Lalooyat
Mr. J. Charles Smith Utility Wind Integration Group

Mr. Harvey Boyce Arizona Power Authority

Dr. Cameron Potter 3TIER

Mr. Ron Flood Arizona Public Service Company

Mr. Brad Albert Arizona Public Service Company

Dr. Tom Acker Northern Arizona University

Meeting record of the TAG:
* TAG Meeting #1: November 7, 2006, at APS HeadqusaitePhoenix, Arizona.
* TAG Meeting #2: February 14, 2007, at APS Headgustih Phoenix, Arizona.
* TAG Meeting #3: June 21, 2007, at APS HeadquaitePhoenix, Arizona.

Members of the APS Wind Integration Study Stake@o(@roup.

Name Organization

Mr. Jim Arwood Arizona Energy Office, Az. Dept. Bbmmerce
Mr. David Berry Western Resource Advocates

Mr. Tom Hansen Tucson Electric Power

Ms. Herjinder Hawkins Salt River Project

Ms. Barbara Lockwood Arizona Public Service Company

Ms. Amanda Ormond The Ormond Group

Mr. John Li Western Area Power Administration

Mr. John Wallace Grand Canyon State Electric Comiper Assoc.
Mr. Ray Williamson Arizona Corporation Commission

Ms. Theresa Williams Western Area Power Adminigbrat

Meeting record of the TAG:
» Stakeholder Meeting #1: November 27, 2006, at AB&dduarters in Phoenix, Arizona.
» Stakeholder Meeting #2: March 2, 2007, at APS Headers in Phoenix, Arizona.
» Stakeholder Meeting #3: July 19, 2007, at APS Headgrs in Phoenix, Arizona.
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APPENDIX B

MAPS OFINSTALLED MW OFWIND POWER FOREACH STUDY SCENARIO
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Figure B- 1: Installed MW at each simulated windpower plant, medium geographic diversity, for 1%,
4%, 7%, and 10% penetration by energy.
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Figure B- 2: Installed MW at each simulated wind paever plant, for 4% wind energy penetration, under
assumptions of High (H), Medium (M), and low (L) gegraphic diversity.
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